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ABSTRACT OF DISSERTATION

THE INFLUENCE OF CLIMATE ON TERRESTRIAL CO,; FLUXES

The concentration of CO; in the aamosphere ([CO;]) isincreasing a only about
haf the rate expected based on fossl fud emissons. This"missng Snk” is highly
variable due primarily to the effects of climate variability on terrestrid CO, fluxesin the
northern hemisphere. Using a series of moddl smulations, we studied how climate
influences inter-annua variability and long-term trends in terrestrid CO,, fluxes. We
modeled Net Ecosystern Exchange (NEE) of CO, from 1958-2002 (45 years) using the
Simple Biogphere modd, Verson 2 (SB2). Asinput wesather, we used the National
Centersfor Environmenta Prediction (NCEP) reanalysis and the European Centre for
Medium-range Weather Forecasts (ECMWF) Reanadlysis. To definethe Leaf Arealndex,
we used the Fourier-Adjustment, Solar zenith angle corrected, Interpolated Reconstructed
(FASIR) Normalized Difference Vegetation Index (NDVI) dataset. We used
correlations, trends, and other statistical techniques to isolate the relationships between
NEE and climate.

The smulated NEE reproduces the sdient features and magnitude of the
measured globa CO, growth rate. The northern hemisphere shows a pattern of
dternating pogtive and negative NEE anomalies that cancel such that the tropics
dominate the global smulated NEE inter-annud variability.

Climate influences on NEE have strong regiond differences with precipitation
dominating in the tropics and temperature in the extra-tropics. In tropica regionswith
drier soils, precipitation control of photosynthesis (i.e., drought stress) dominates. By

contrast, in moist soils, precipitation control of respiration dominates. Dueto



cancdllation and competing effects, no single climate variable controls globa or regiond
NEE inter-annua variability. Globaly, precipitation accounts for 44% of NEE
vaiahility; followed by Leaf Arealndex (23%), soil carbon (12%), and temperature
(16%). Theinfluence of ENSO is consstent with that expected for shifting precipitation
patterns in the tropics.

The AO srongly influences autumn, winter, and spring NEE through its influence
on temperature. Soil retains the AO temperature sgnd for many months, influencing
respiration fluxeswell into spring. Seasonaly asymmetric NEE trends influence the
seasona amplitude of atmospheric CO, concentration. Pogitive AO polarity in winter
advances the date of leaf out, increasing the spring drawdown of atmospheric CO..
Pogtive AO polarity in winter increases temperature and respiration, increasing the
winter buildup of atmospheric CO,. Theinfluence of the AO on summer NEE isminimdl
except for North Americain August.

The trend in the winter AO partidly explains observed trends towards warmer
winters and earlier sorings. The timing of spring correlates with the AO where the AO
influences temperature (Eurasia and southeast United States). Modeled trendsin leaf out,
snowmelt, and soil thaw are consstent with observations. The AO shows aSatigticaly
sgnificant influence on spring trends in the eastern United States and northern Euraope.
Seasondly asymmetric trendsin NEE can partidly explain the observed trend towards
larger seasond amplitudesin [CO,]. The components of the land surface with climate
memory (plant buds, snow pack, and soil temperature) integrate the noisy AO input over

time to control the trangtion from winter to spring.



In summary, climatic memory is very important in the study of seasond dynamics
and thet the winter AQO influences the trangtion from winter to spring.

Kevin Michadl Schaefer
Department of Atmospheric Science
Colorado State University

Fort Collins, CO 80523

Summer 2004
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1. Introduction

The observed atmospheric CO, growth rate over the past 50 yearsis only about
haf that expected based on fossil fud emissons. Modding, isotope, and inverson
gudies place much of this“missng Snk” in the northern hemisphere terrestriad
biosphere, but its spatia distribution and the mechanisms that drive it are not well known.
Predicting future climate requires a deep understanding of how the atmospheric CO,
concentration will respond under various climate change scenarios, which, in turn,
requires an understanding of the mechaniams that drive the missing sink.

The atmospheric CO, growth rate shows agreat dedl of inter-annud varighility
[Conway et al., 1994; LLoyd, 1999; Rayner and Law, 1999; Tans and Wallace, 1999;
Bousquet et al., 2000; Fung, 2000]. The ocean fluxes show reldively low variability
[Rayner and Law, 1999; Le Quéré et al., 2000], so the growth rate variability is attributed
primarily to changesin the terrestrial Snk [Sarmiento, 1993; Conway et al., 1994; Trolier
et al., 1996; Kaduk and Heimann, 1997; LLoyd, 1999; Houghton et al., 1998; Tans and
Wallace, 1999; Houghton, 2000; Prince et al., 2000]. Climate, land use change, natura
disturbance, CO, fertilization, and nitrogen deposgition dso influence terrestrid CO,
fluxes[Conway et al., 1994; Bousquet et al., 2000; Fung, 2000; Houghton, 2000], but
climate contributes most to inter-annud variability [Houghton, 2000].

We need to understand how climate variability affects terrestrid CO, fluxes so
that we can isolate the location and mechanisms behind the missing sink. In addition, the
growth rate variability provides clues about how the biogphere might respond under
various dimate change scenarios. Studying how climate influences terrestria CO», fluxes

will dlow usto test the performance of predictive models under various dimate



conditions. Lastly, we need accurate estimates of seasona and inter-annud variability in
CO;, fluxesto serve as background for data assmilation and transport inverson studies
designed to isolate the location and mechanisms behind the missing snk. Until we can
successfully reproduce past variability in the missing sink, the uncertainty in predicting a
future response will remain high.

Lacking direct measurements of net globa CO, fluxes, the scientific community
estimates net terrestria fluxes from satellite deta, inversons, and models. Satellite data,
e.g., the Normaized Difference Vegetation Index (NDVI), is used to estimate the L esf
Arealndex (LAI), which, in combination with amodd, is used to estimate globd net
primary production [e.g., Goetz et al., 2000 and Ichii et al., 2001]. NDVI does not
contain direct information about respiration, and so we cannot use it done to estimate net
terrestrid fluxes. Inversons can estimate net fluxesfor large, continental scale regions,
but cannot isolate the exact causes of variability [eg., Bousguet et al., 2000]. Terrestrid
carbon modds range from highly mechanistic biogeochemica process modelsto
datistica regression and bookkeeping models. Biogeochemistry models track the
amount of carbon in various biologicd pools[e.g., Ichii et al., 2001], but vary widely in
the number of pools and how explicitly they represent photosynthes's and respiration
Processes.

My research focused on how climate influences inter-annua varigbility net
terrestrial CO; fluxes. We neglected the influence of CO; fertilization and nitrogen
deposition because they show little inter-annud variability [Houghton, 2000]. CO,
fertilization and nitrogen deposition probably influence long-term trends in the terrestria

carbon sink, but we are sudying the inter-annud varigbility rather than the magnitude of
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the terrestrid sink. We aso neglected variability dueto fossil fud emissions, which was
small compared to other factors [Houghton, 2000]. Due to time congtraints, we did not
consider variability in ocean uptake. CO; fluxes resulting from land use change, such as
deforestation, are spread over severa years, resulting in ardatively low influence on
inter-annua variahility in terrestrid CO, fluxes [Houghton, 2000]. Variahility of large-
scde disturbances, such asfires, influences inter-annud variability in terrestrid CO,
fluxes, but are dso rdated to variability in climate [Houghton, 2000]. Although we did
not explicitly isolate the effects of land use change and disturbances, we did not
completely neglect them. The global NDVI dataset used asinput to our mode includes
the effects of land use change and disturbances.

This dissertation is based on two papers written for journa publication. Chapter 2
(Methods) describes the models, data, and statistical techniques common to both papers.
Chapter 3, the effect of climate on inter-annual variability of terrestrial CO; fluxes, has
dready been published [Schaefer et al., 2002]. Chapter 4, the winter Arctic Oscillation,
the timing of spring, and carbon fluxes in the northern hemisphere, will be submitted to
Globd Biogeochemica Cycles. Both chapters include descriptions of models and
techniques unique to each paper.

| posed severd specific hypotheses related to the relationship between climate and
NEE and tested them againgt the model output using various datistical techniques. These
long, globa smulations (ranging from 1 to 45 years) can help answer many questions
about the interaction between climate and terrestrid CO, fluxes. | focused on regiond
climate influences, with a strong emphasis on the northern hemisphere because that isthe

suspected location of the missng sink.
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2. Hypotheses
Hypothesis 1: the climate influence on NEE has strong regional differences.

We hypothesize that climate influences on NEE have strong regiond differences.
Past studies suggest temperature and precipitation can explain NEE inter-annua
variability, but disagree on the exact mechaniam [eg., Kaduk and Heimann, 1997; LLoyd,
1999; Dickinson, 2000; Houghton, 2000]. Respiration dominates flux inter-annud
variability in some areas [Houghton, 2000] and photosynthesis in others [Kaduk and
Heimann, 1997]. How available light and humidity influence inter-annud variability in
CO fluxes are not well known. To test our hypothesi's, we will create speciaized model
diagnostics (described below) that will dlow usto gatisticaly quantify how strongly

each climate factor influences NEE inter-annud variahility.

Hypothesis 2: ENSO influences NEE in thetropics

We hypothesize that the El Nifio- Southern Oscillation (ENSO) influences NEE in
thetropics. ENSO isthe dominant mode of dimate variahility in the tropica regions and
should account for some of the inter-annua variability in NEE. To test our hypothes's,
we will represent ENSO using the Southern Oscillation Index (SOI) based on the sea
levd pressure difference between Tahiti and Darwin. We will then use corrdaions and

regressions to relate the ENSO to our modeled NEE, respiration, and GPP.

Hypothesis 3: the AO influences NEE in the high northern latitudes
The Arctic Oscillation (AO) is the dominant atmospheric circulation mode in the
northern hemispherein winter [Thompson et al., 2000]. The AO isazondly symmetric

seesaw in atmospheric mass between the Arctic and mid-latitudes centered on 45N
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[ Thompson and Wallace, 2000]. Postive AO polarity has less mass and lower pressure
in the Arctic and more mass and higher pressure at 45N. Positive AO polarity is
characterized by westerly geostrophic surface winds along 55N latitude [ Thompson and
Wallace, 2001]. This geostrophic balance resultsin a north- south dipole in the strength

of the zond wind between 25°N and 60°N [ Thompson and Wallace, 2000]. Positive AO

polarity has stronger westerly winds (pogitive anomalies) north of 45°N and weaker

winds (negative anomalies) south of 45°N [ Thompson and Wallace, 2000; Thompson and
Wallace, 2001]. The variance in zona mean wind due to the AO peaks between 25-35N
and 55-60N latitude [ Thompson and Wallace, 2000]. The AO exigs dl year round, but is
strongest and most variable in winter, when radiative cooling over the pole is greastest and
the polar vortex isstrongest. In March, the AO weakens as increased convection over

land breaks down the polar vortex. Since the 1950s, the winter AO has tended towards
positive polarity [Thompson et al., 2000], indicating agradua strengthening of the
wintertime polar vortex [Serreze et al., 2000].

To represent the AO, we used an index based on the first principle component of
sealevel pressure from the Nationa Centers for Environmenta Prediction (NCEP)
reanalyss [ Thompson and Wallace, 2000]. Because they are highly correlated, we will
use this AO index to aso represent the North Atlantic Oscillation (NAO). To visudize
the influence of the AO on climate, we correlated the AO index and the NCEP surface air
temperature and precipitation for winter and early spring (January- February-March or
JFM) for 1958-2002 (Figure 1). Smoother zona flow associated with postive AO
polarity favors advection of warm, moist oceanic ar degp into continenta interiors,

resulting in higher temperatures and increased precipitation [ Thompson and Wallace,
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2000]. Warm air advection reduces precipitation in Eurasia south of 55° N latitudes,
resulting in negative precipitation corrdaions. Postive AO polarity aso decreasesthe
number of cold ar outbresks, resulting in positive temperature anomaiesin centrad North
America[Thompson and Wallace, 2001]. Alaska and Northeast Canada show negative
temperature and precipitation correlaions, congstent with cold, dry arflow from the
Arctic expected for postive AO polarity [ Thompson and Wallace, 2000]. The AO
randomly switches polarity with a characterigtic synoptic time scale of 7-10 days.

We hypothesize that the Arctic Oscillation (AO) influences NEE variahility in the
high northern latitudes. To test our hypothesis, we corrdlated and regressed the AO index
to our modeled NEE, respiration, and GPP. We assessed the influence of the AO on NEE
throughout the year, not just in winter when the AO isstrongest. The AO influence on
temperature is stronger than its influence on precipitation, SO we expect to see increased
respiration and GPP in those regions where the AO exerts the strongest influence on the

surface air temperature.

Hypothesis 4: Climate memory allowsthe winter AO to influence spring NEE

We hypothesize that eements of the land surface have sufficient climate memory
such thet the winter AO influences variability in soring and early summer NEE. Climate
memory occurs when adowly changing land component integrates noisy, high frequency
climate varigbility into a persastent, low frequency sgna. The components of the land
system with dimate memory indude the soil temperature, soil moisture, the snow, and
the plants themselves.

To test our hypothes's, we corrdated the winter (JFM) AO index with our

modeled fluxes a various lag times. Since the AO mogt strongly influences temperature,
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we expect the soil to retain the winter AO temperature anomaly, influencing respiretion

fluxesinto soring.

Hypothess 5: thewinter AO influences variability and trendsin the timing of spring

We hypothes ze that the winter AO, through its influence on temperature and
precipitation, influences the timing of spring in the northern hemisphere. Those
components of the land system with climate memory (soil temperature and moisture,
snow, and plants) contral the trangition from winter to spring by integrating the noisy
dimate input throughout the winter. Eventsthat typicaly mark the gart of spring include
snowmelt, soil thaw, and plant leaf out or flowering. Plant phenophases (i.e., climate
driven growth or senescence events) mark the start and end of the growing season
[Schwartz and Reiter, 2000; Chen and Pan, 2002].

The date of spring depends on the cumulative effects of climate over the entire
winter. The date of snowmélt, for example, depends on snow depth, temperature, and
cloud cover [Dye, 2002; Stone et al., 2002]. Increased precipitation in winter (October-
February) increases snow depth and delays snowmelt by increasing the total energy
required for mdting [Cutforth et al., 1999; Vaganov et al., 1999; Sone et al., 2002].
Warmer temperatures in spring (March-May) advance snow melt by increasing melting
and sublimation rates [Sone et al., 2002]. Increased cloudinessin spring (March-May)
advances snowmelt by enhancing cloud thermd forcing from absorbed downwelling
longwave radiation [Stone et al., 2002].

Past research has identified some regiond relationships between the timing of
goring and the NAO. The NAO negatively corrdates with spring leafing and flowering

(positive NAO means earlier spring), indicating the NAO influence on winter
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temperatures and precipitation influence spring phenology in Europe. Winter

temperatures and the JFM NAO datidtically explain most of the observed variahility in
spring phenophases in Europe [D'Odorico et al., 2002; Menzel, 2003]. D'Odorico et al.,
[2002] found that positive AO polarity in winter advanced ice breakup in European rivers
and Lakes. However, we hypothesize that the winter AO influences the timing of spring
throughout the northern hemisphere, not just in Europe.

Various observations over the last half of the 201" century indicate large-scale
climatic trends towards warmer and earlier goringsin the northern hemisphere [Serreze et
al., 2000]. Bud burgt, leaf out, and other plant phenophases have occurred earlier in
spring, dso indicating alonger growing season [Menzel and Fabian, 1999; Keyser et al.,
2000; Menzel, 2000; Menzel, 2003]. Winter and spring temperatures have increased,
spring snow depth and snow cover have decreased, and the date of snowmelt has
advanced [Serreze et al., 2000]. During the same time period, the AO has tended towards
positive polarity during winter [Thompson et al., 2000]. Although the AO pattern
dominates the northern hemisphere [Serreze et al., 2000], how the AO influences
terrestrid carbon fluxesis unclear [Reichenau and Esser, 2003; Schaefer et al., 2002].

Warmer temperaturesin early spring have advanced observed leaf unfolding and
flowering in Europe and North America since the 1950s [Menzel and Fabian, 1999;
Keyser et al., 2000; Menzel, 2000; Schwartz and Reiter, 2000; Menzel, 2003]. From
1959-1996 in Europe, the average growing season hasincreased by 10.8 days [Menzel
and Fabian, 1999; Menzel, 2000]. Since early spring phenophases show the strongest
trends, the longer growing seasons are due primarily to earlier sarts in spring [Menzel

and Fabian, 1999; Menzel, 2000]. Trends in autumn phenophases are not as clear, with
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some species advancing and others retreating, but overall show delays of 4.8 daysin
Europe [Menzel and Fabian, 1999; Menzel, 2000; Menzel, 2003]. The incondstent
autumn trends may result from conflicting temperature influences: higher goring and
early summer temperatures advance legf coloring while higher autumn temperatures
delay lesf coloring [Menzel, 2003].

Since the 1950s, high latitude winter snow depths have declined and spring snow
cover has decreased 10% [Hartley and Robinson, 2000; Serreze et al., 2000; Dye, 2002;
Soneet al., 2002]. Also, the spring temperature and cloud cover have increased [Stone
et al., 2002], advancing the date of snowmdt [Cutforth et al., 1999; Zhou et al., 2001;
Dye, 2002]. Based on station measurements and NOAA snow charts derived from visible
reflectances, the Week of Last Snow in the northern hemisphere spring has advanced 9-
15 days and the snow free period has increased 9-19 days for 1972-2000, consistent with
observed NDVI and [CO;] amplitude trends [Dye, 2002]. The latitudes between 55-60
degrees show the strongest trends towards earlier snowmelt [Dye, 2002] while Siberia
shows increased snow depth and delayed snowmet [Stone et al., 2002]. The spatia
pattern of snowmelt trends resemblesthe AO [Serreze et al., 2000]. The autumn trends
are not as clear: NOAA snow charts do not show a strong trend in autumn snow cover
[Dye, 2002] while station measurementsin the U. S. Great Plains show increased autumn
snow cover [Hartley and Robinson, 2000].

The globa mean surface ar temperature has risen 0.3-0.6° C since 1960 with
largest increases in centrd Eurasiaand Alaska [Cutforth et al., 1999; Barber et al., 2000;
Serreze et al., 2000; Schwartz and Reiter, 2000; Shabanov et al., 2002]. The temperature

trends are widespread, but not universal, with decreases in northeast Canada [Serreze et
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al., 2000]. Winter, spring, and early summer show the greatest temperature increases,
resulting in earlier leaf out and longer growing seasons [Myneni et al., 1997; Randerson
et al., 1999; Vaganov et al., 1999; Barber et al., 2000; Hartley and Robinson, 2000;
Serreze et al., 2000; Zhou et al., 2001; Robeson, 2002; Zhou et al., 2003]. Autumn
temperature trends are ambiguous: some studies show increases [Myneni et al., 1997,
Randerson et al., 1999; Zhou et al., 2001, 2003], some show decreases [Hartley and
Robinson, 2000; Schwartz and Reiter, 2000], and others show no clear trend at dl
[Serreze et al., 2000].

We hypothesize that the observed trends in the winter AO can help explain the
observed trends towards earlier leaf out and snowmelt over large areas in the northern
hemisphere. At mid to high northern latitudes, the AO gatidticaly explains 31% of the
winter temperature variance [Serreze et al., 2000] and about 40% of the winter
temperature trends [ Thompson et al., 2000]. Leaf out, snowmet, and soil thaw dl
depend on the integrated temperature over the entire winter. 1f the winter AO trend
explains the winter temperature trends, it should aso explain the trends towards earlier
goringsin the northern hemisphere.

To test our hypothesis, we modeled the dates of leaf out, snowmdt, and soil thaw
and correlated them with average JFM AQO index. We expect that positive AO polarity in
winter results in a positive temperature anomay and an earlier Soring, resulting negetive
correlaions between the winter AO and the date of spring. Time congtraints limited our
andysisto spring events only. We then estimated trends in the date of lesf out,
snowmet, and soil thaw and, using correlations with the winter AO index, caculated the

fraction of these trends that are linearly congruent to the AO trend. We expect the AO to

18



gatigticaly explain asgnificant fraction of the modded trends in the dete of spring in

those regions where the AO exerts the strongest influence on temperature.

Hypothesis6: The winter AO influences variability and trendsin the[CO;] seasonal
amplitude

The seasona variahility in observed carbon dioxide concentrations ((COs]) is
driven by plant growth in the Northern Hemisphere, dropping in soring and summer
when plant growth peaks and increasing in autumn and winter when plant growth tapers
off [Keeling et al., 1996; Wu and Lynch, 2000]. Figure 2 shows the observed seasonal
cyclefor [CO,] a Barrow, Alaska (71.3N) and Mauna Loa, Hawaii (19.5N) derived from
continuous measurements of [CO,] with the long-term trend removed [Conway et al .,
1994]. The seasonal variability in NEE drives [CO,]. When NEE is negativein late
spring and early summer, [CO,] decreases as GPP draws CO, out of the atmosphere.
[CO-] increasesthe rest of the year when NEE is positive and respiration puts CO, back
into the atmaosphere. The minimum [CO,] occursin summer and the maximum [COg] in
late winter or early soring. The [CO,] seasond amplitude (defined as annua maximum
minus minimum) is 15-20 ppm at high northern latitudes, decreasing to 3 ppm near the
equator [Keeling et al., 1996; Wu and Lynch, 2000].

Since the 1960s, the [CO5] seasonad amplitude has increased 20% in Hawaii and
40% inthe arctic [Keeling et al., 1995; Keeling et al., 1996; Randerson et al., 1999]. The
phasing of the [CO,] seasona cycle has aso advanced seven days globdly, indicating an
earlier oring [Keeling et al., 1995; Keeling et al., 1996]. Figure 3illudrates the
observed increase in the amplitude of the [CO,] seasond cycle as afunction of time for
Barrow, Alaskawith the long-term trend removed [Conway et al., 1994]. Correlations

between temperature and regiona net carbon flux (obtained by inverting flask
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measurements with a transport model) indicate enhanced late spring and early summer
photosynthesis best reproduces the observed trend in [ CO,] amplitude [Randerson et al.,
1999].

Seasondly asymmetric trends in surface CO; fluxes can increase the [CO;)
seasona amplitude. Seasonaly asymmetric trends are tendencies that are stronger or
even of opposite Sgn at different times of the year. For example, warmer winters could
increase winter respiration [Zimov et al., 1996; Wu and Lynch, 2000]. Changesin the
timing of peak photosynthes's and respiration rates could change the [CO,] amplitude
even though the annua net annua carbon exchange may not change [Idso et al., 1999;
Wu and Lynch, 2000; Lucht et al., 2002; Nemani et al., 2002]. Advanced showmeltin
spring could advance pesk photosynthesisin early summer [Chapin et al., 1996; Stone et
al., 2002]. Lastly, changesin seasond patterns of aimospheric circulation may shift the
source regions observed by flask gations, resulting in atrend in the observed [CO;)
amplitude [Dargaville et al., 2000; Higuchi et al., 2002].

We hypothesize that the winter AO influences inter-annua varigbility in the
[CO,] seasona amplitude. Increased winter temperatures for positive AO polarity would
increase respiration over alarge enough areato affect the buildup of [CO,] inwinter. If
the winter AO influences the timing of spring over alarge enough area, then it dso
influences the gart of the growing season and the total GPP during spring and early
summer, which, in turn, would influence the seasonad drawdown of [CO,]. A positive
AO polarity in winter would then smultaneoudy increase winter build up and spring

drawdown.
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We aso hypothesize that the observed trend towards larger [CO,] seasond
amplitudes isrelated to the trend towards positive AO polarity in winter. The trend
towards positive AO polarity in winter could produce seasonally asymmetric trendsin
NEE that might explain the observed trends towards increased [CO,] amplitude. Trends
towards increased GPP in spring would amplify the draw down, resulting in alower
minimum [COy]. Likewise, trends towards increased respiration at other times of the
year would amplify the [CO,] buildup, resulting in ahigher maximum [COy]. Increases
in GPP and respiration that occur a the same time tend to cancel each other with no
influence on [CO,] amplitude.

To test our hypotheses, we will correlate the winter respiration and the total spring
GPPto thewinter AO index. We expect to see positive correation with winter
respiration and with total spring GPP. We will then identify those latitudes that show
seasondly asymmetric trends. We will then use correlations with the winter AO and
caculate the fraction of these trends that are linearly congruent to the AO trend. We

expect to see trends towards increased respiration in winter and increased GPP in spring.

Hypothesis 7: Thewinter AO trend isrelated to NDVI trends

NDVI datasets for 1982- 2000 with various corrections al show datigicaly
sgnificant postive trendsin the northern hemisphere, indicating eerlier greening, later
fdls, and lengthening growing seasons [Myneni et al., 1997; Los et al., 2001; Tucker et
al., 2001; Zhou et al., 2001; Hicke et al., 20023, 2002b; Shabanov et al., 2002; Sayback
et al., 2003; Zhou et al., 2003]. The exception isone NDV | dataset that did not correct
for sensor drift and cdibration [Sayback et al., 2003]. The greatest increases occur in

Eurasan bored zonesin March, April, and May. Warming in spring and fal gatisticaly
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explain the largest fraction of the greening trend [Tucker et al., 2001; Nemani et al.,
2002; Zhou et al., 2001; Sayback et al., 2003; Zhou et al., 2003]. The spring NDVI
pogitively corrdaes with the winter NAO [Los et al., 2001].

Interpretation of the NDVI trendsis difficult. Based on individua band
reflectances and aradiaive transfer modd, the increased NDV 1 in spring can be
explained by darker soils from decreased snow cover [Shabanov et al., 2002], which
would mask relationships between NDVI and plant phenophases [Chen and Pan, 2002].
Also, the monthly or bi-monthly NDVI time resolution is too coarse to detect trendsin
plant phenophases and the record too short to form strong conclusions [White et al., 1997;
Serreze et al., 2000; Zhou et al., 2001; Chen and Pan, 2002]. Nevertheless, the NDVI
trends are condgstent with increasing photosynthetic activity in spring and summer and
with the observed increase in the [CO,] seasond amplitude [Ichii et al., 2001; Shabanov
et al., 2002; Sayback et al., 2003].

We hypothesize that observed trends towards brighter NDV I is rdated to the
trends towards positive AO polarity in winter. If the winter AO trend has advanced the
date of spring, then the longer growing season should resultsin brighter NDVI. To test
our hypothesis, we will corrdate the winter AO to spring NDVI and calculate the fraction

of these trends that are linearly congruent to the AO trend.
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3. Methods
31 General

To test our various hypotheses, we modeled photosynthes's, respiration, spring
phenology, snowmelt, soil thaw, and many other variables using the Smple Biosphere
modd, Verson 2 (SB2) [Sdlerset al., 1996a]. SB2 isabiophysica modd, which
means it estimates the biologica processes of photosynthesis and respiration and the
physical processes of turbulent trangport between the land surface and the boundary
layer. Biophysical modds, such as SB2, were crested to estimate surface fluxes of latent
heet, sensible heat, and momentum in Genera Circulation Models[Sdllers et al., 1994,
SHlerset al., 1997; Los, 1998]. We employed SB2 in an 'off-line mode, where we input
wegther generated by various Generd Circulation Modds to estimate fluxes of |atent
hest, sensible hest, and, of course, carbon.

SiB2isagood choice for thistype of modeling sudy. SiB2 produces redistic
CO, surface fluxes[Denning et al., 1996a; Baker et al., 2003] and, when coupled to a
trangport modd, redlistic aimospheric CO, concentrations [Denning et al., 1996b]. SiB2
produces redistic surface energy and carbon fluxes at a variety of spatid scdes asingle
point [Baker et al., 2003], in amesoscale model [Denning et al., 2003], and a GCM
[Denning et al., 1995]. SIB2 has high time resolution and detailed plant physiology to
isolate the influences of dimate at multiple tempora scdes. A highly mechanistic mode
like SIB2 driven by redistic weether alows usto idertify and quantify exactly how
climate influences terrestrid CO; fluxes.

SB2 cdculates lesf level photosynthesis based on enzyme kinetics and eectron

trangport [Farquhar et al., 1980] with a 10-min time step using the Bal-Berry-Collatz
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stomata conductance modd [Ball, 1988; Collatz et al., 1991, 1992]. The leaf-leve
photosynthesisis scaled to the canopy level based on satdllite imagery [Sellers et al.,
19964]. SiB2 isbadanced, which means respiration ba ances photosynthesis on an annud
time scale using themodd of Denning et al., [1996] as modified by Schaefer et al.,
[2002]. SiB2 has 1 canopy layer, which includes the canopy ar and the canopy itsalf
[Sellerset al., 1996a]. SIB2 accounts for the effects of snow cover, rainfal interception
by the canopy, and aerodynamic turbulence [Sellers et al., 1996a]. SIB2 tracks 12
prognogtic variables [Sellers et al., 1994; Sdlerset al., 19964a]: canopy, surface, and deep
soil temperature; canopy and surface water interception stores, canopy and surface
ice/snow interception stores; canopy air space CO, concentration, soil moisture; and
canopy conductance.

SiB2 has 3 soil layersfor soil moisture (surface layer, root zone, recharge zone)
[SHlerset al., 1996a] and seven layersfor soil temperature (Figure 4). The soil
temperature and moisture layers increase in thickness with depth.  Soil hydraulic
properties depend on soil texture [Bonan, 1996]. Soil thermal properties depend on soil
texture and moisture [Bonan, 1996] and are recalculated each time step. Input soil
texture maps (percent sand, silt, and clay) were interpolated from the International Globd
Biosphere Program (IGBP) soil core database. The soil and root depths are biome

specific parametersfrom Sellers et al., [1996b).

3.2 SBInput
Asinput, SB2 requires weather data, NDV I, vegetation cover fraction, vegetation

type, and soil type. Sellerset al., [1994, 1996b] describesin detail the vegetation and soil
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characterigtics. We used the DeFries and Townshend [1994] globa map of 11 vegetation
types.

Asinput weather data, we used either the European Centre for Medium-range
Weather Forecasts (ECMWF) Reanalysis [Gibson et al., 1999] or the Nationa Centers
for Environmental Prediction (NCEP) reandyss. The ECMWEF reanays's covers 1978-
1993 on agloba, 1° by 1° grid. The NCEP reanalyss covers 1958-2002 on a Gaussian,
1.875° by 1.904° grid. Both contain surface temperature, pressure, wind speed,
precipitation, visble light, and IR radiation data every 6 hours. Except for vishble light,
we linearly interpolated between data points to match the 10-minute SB2 time step. The
vishle light was scaled by the cosine of the solar zenith angle to conserve energy and
assure no light fals on the canopy at night.

The modeled GPP depends on the Leaf Arealndex (LAI) estimated from monthly
composite maps of NDVI. The monthly composite maps contain the maximum observed
NDVI vaues during the month for each pixd onal1° by 1° grid from 1982-1998. The
NDVI was adjusted for missng data, satdllite orbit drift, differing instrument cdibrations,
sensor degradation, and volcanic aerosols. We used the Fourier- Adjustment, Solar zenith
angle corrected, Interpolated Reconstructed (FASIR) NDVI dataset, version 3.04b
[SHlerset al., 1994; Los, 1998; Los et al., 2000]. Daily values of NDVI are interpolated
from monthly composite values, which are arbitrarily assgned to the middle of the month
(the actud observation time can be anytime in the month and different for each pixd).

To use the NCEP reanaysis data, we converted the NDV I, biome type, soil type,
and other input maps from a 1x1° grid to the NCEP 1.875x 1.904° grid. We used area

averaging to convert the FASIR NDV | data, the fraction of vegetation cover map, and the
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soil texture maps. Areaaveraging is not gppropriate for maps of biome type (the average
of biometypes 1 and 2 isnot 1.5), so we used nearest neighbor technique. The nearest
neighbor technique assigns agrid cell on the 1.875x 1.904° grid with the vaue of the grid
cdl on the 1x1 grid whose center was nearest the 1.875x 1.904° grid cell center. Each
map aso used dightly different land masks, so we dso used nearest neighbor to fill in
missing pixdsthat did not maich the NCEP land mask.

Los et al., [2000] assumed the vegetation cover fraction, fy, was proportiond to
the absorbed fraction of photo-syntheticdly active radiaion (fPAR):
B fPARpeak

" fPAR,
where fPARyea i the observed maximum vaue of for each grid cdll over aspecified time

o

period and fPAR, . = 0.95 isthetheoretical maximum value of fPAR [Sellerset al.,

1994; Los, 1998; Los et al., 2000; Oleson et al., 2000]. We estimated fPAR using an
average between the smpleratio and NDVI methods [Los et al., 2000]. Loset al., [2000]
used annud fPAR,eak, Which varies year-to-year, causing aorupt changesin fy each

January. Using an average fPAR,eak for the entire 17-year NDV | record atificialy
dampens fPAR variahility in those years exceeding the average. We assumed fy was

constant and used fPARyeak for the entire time period.

3.3 GPP and Respiration in SIB2

General

SiB2 defines NEE as

(2) NEE=R- GPP,

26



where Ris ecosystem respiration and GPP is gross primary production (i.e., canopy
photosynthesisrate). Photosynthesis removes CO- from the atmosphere and respiration
returns CO; to the atmosphere. A positive NEE indicates anet CO; flux into the
atmosphere. Breaking Rinto autotrophic and heterotrophic respiration gives

(3 NEE=R, +R,+R.- GPP,
where Ry is heterotrophic respiration, Rr is root autotrophic respiration, and Rc is canopy
autotrophic respiration. Heterotrophic respiration isthe decay of organic materia by
microorganisms. Autotrophic respiration is the release of CO, during plant maintenance
and growth. Defining ground respiration as R, = R,, + R and canopy net assmilation
as A, = GPP- R., which gives an dternative definition of NEE [Sellers et al., 1996a;

Denning et al., 19964]:
4 NEE=R,- A,

To cdculae A,, SIB2 iterates the CO, partid pressure indgde the leaf chloroplasts
to minimize the difference between an enzyme kinetic and a ssomatal conductance
photosynthetic moddl. An enzyme kinetic modd estimates A, based on the chemical
reactions of photosynthesis. A stomatal conductance modd estimates A, based on the
flow of water and CO, into and out of the leaf omata. The enzyme kineticsmodd isa
"bottom-up” or "ingde-out”" gpproach to ca culaing photosynthes's and the somata
conductance modd is a"top-down" or "outsde-in" goproach. SIB2 usesthe Farquhar et
al., [1980] enzyme kinetics mode and the Ball-Berry-Collatz ssomatal conductance
modd [Ball, 1988; Collatz et al., 1991; 1992]. Both models are semi-empirica, meaning

both combine theory with empirica relationships based on observations and both give
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reasonable results. SIB2 assumes the best estimate of GPP is one that minimizes the

difference between the top-down and bottom-up models.

Photosynthesis from Enzyme Kinetics

The enzyme kinetics photosynthess model in SB assumes that the mogt limiting
resource determines the canopy photosynthesisrate [Denning et al., 1996a; Sdllerset al.,
1996a; Sellerset al., 1997]:

(5  GPP=MinW; W.,W,)
where GPP is the canopy Gross Primary Production (mole m? 1), We is the Rubisco
(leaf enzyme or nitrogen) limited rate, and We islight limited rate. For Cs plants, Ws is
the carbon compound export limited rate. For C, plants, Ws is the PEP-Carboxylase
limited rate. The trangtion between limiting ratesis coupled and smooth, not abrupt. To
smooth the trangtion between limiting rates, SB solves for the smallest roots of two
quadratic equations [Sellers et al., 19964 :

bPWP2 - Wo We +We) +WeW, =0

6 ,
© b,GPP? - GPP(W, +W,) +WW, =0

where Wp is the smoothed minimum of Rubisco and export limited rates, and bp and ba
are coupling coefficients. The coefficients bp and b a can range from 1 (no coupling) to O

(geometric coupling). SIB assumes week coupling with values that range from 0.8 to

0.98.

Rubisco limited photosynthetic rate
The Rubisco limited canopy photosynthetic rate, We, depends on the leaf’ s
enzyme or nitrogen reserves and measures the biochemical processing capacity of the lesf

[SHllerset al., 1996a; SHlerset al., 1997]:
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(1) We =V SuSerP
where Vimaxo isthe unstressed Rubisco cataytic capacity at canopy top, Srisacanopy

temperature scaling factor, S, isasoil moisture scaling factor, Seris a photorespiration
scding factor, and P isthe PAR use parameter. P scales W from asingle lesf to the
entire canopy (see below).

The chemicd reactions in photosynthesis generdly dow down at extreme high or
low temperatures, represented by high and low temperature inhibition functions[Sellers
et al., 19964]. For C3 plants[Sdlerset al., 19964,

2.1

1+exp(Syn (Te - Trm) ’
where Sy is the temperature scaing factor, Sy isthe dope of the high temperature

® s -=

inhibition function, Tpy isthe hdf point temperature for the high temperature inhibition
function, Qr is the temperature response exponent, and T is canopy temperature. For C4
plants[Sellers et al., 19964,

_ 2.1%
[1+eXD(Sm. (Tc - THHTI )] [1+ exp(SLTI (THLTI - Tc)] ,

where S 1, isthe dope of the low temperature inhibition function and Ty the hdf point

©® S

temperature of the low temperature inhibition function. Notethat Sellerset al., [19964a]
shows 2.0 rather than 2.1 for both the Cz and C, temperature response functions. Qr, the

temperature response or “Q10” exponent, is defined as

(10) QT = (Tc - Trop)/]-O’
where T, isthe reference or optimal temperature (typically 298.16 K).
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Photorespiration is the production of CO, by oxidation of Rubisco with O, (both
CO, and O, can react with Rubisco). Spr measures the net competition between
photorespiration and photosynthesis. For C plants[Sellers et al., 1996al:

¢-G

S =k oK)

where ¢; is partia pressure of CO; indde the chloroplagts, O, isthe oxygen partid
pressure indgde chloroplasts, K isthe Michadis-Menten constant for CO, (Pa), K, isthe
inhibition congtant for O, (Pa), and G* isthe CO, compensation point (Pa). At the CO,
compensation point, photorespiration equals photosynthesis. C,4 plants pump up ¢;,
gregtly reducing photorespiration, so S,z =1.0. Empirica formulas show how G*, K,

and K, vary with Te:

, O . , ,
120 G :0'5?2 S=2600" 057 K, =30,000" 1.2% Kc=30" 2.1~

where Sis Rubisco specificity for CO, reative to O, and Qr isthe temperature scaing

exponent.

PAR Limited photosynthetic rate

The canopy PAR limited photosynthess rate, Wi, depends on the amount of
visble light absorbed by green leaves [Sellers et al., 1996a; Sdllerset al., 1997]:
(13) W. =PFDS.;P ,
where PFD is photon flux density, Spar isthe PAR use efficiency, and P isthe PAR use
parameter. The PFD isthe flux of photons norma to the leaf surface[Sellerset al.,

19964]:
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—G(m)a ,

(14) PFD=x top :
m
where x is a conversion factor (mole Joules™), Iop is the PAR intensity incident on the top
of the canopy (W mi?), misthe cosine of the solar zenith angle, G(n) isthe lesf area
projection in the mdirection, and a ¢ is the aosorptance of green leaves. Aswith W, the
converson of light energy into photosynthetic products depends on the competing
reactions of CO, and Oz with Rubisco. Spar scales W, to account for this competition.
For C; plants, Scaris[Sellers et al., 1996a]
éc-G U

(15) SJAR - 3eecl +2C H’

and for C, plants, Sparis[SHlerset al., 1996a]
(16) Sur=¢€
where ez and e4 are quantum efficiencies for CO, uptake by C3 and C, plants (mole mole’
! for C3, mole J* for C4) and G* isthe CO, compensation point (Pa). SiB2 assumesthe
same quantum efficiency for Cs and C, plants.
WEe controls the smulated GPP only in low light levels, asindicated in Figure 5.

Ws or W limits GPP a higher light levels. The canopy typicaly aosorbs more light than

it can use for photosynthesis, so GPP quickly gpproaches a maximum vaue with

increesing PAR. Export or CO- limited photosynthetic rate

For C; plants, the export of photosynthetic products out of the chloroplast ties up
Rubisco and can limit the assmilation rate. For C4 plants, the available CO, can limit
the photosynthetic rate. The export limited assmilation rate, Ws, is defined as[Sellers et

al., 1996a; Slerset al., 1997]

(17) WS = Vmaxo STE(SNSEX P
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where Sz isaleaf export scaling factor and Srex is aan export temperature scaling factor.

For Cz plants, SB assumes hdf of the Rubisco istied up in the generation of
photosynthetic products, so S., =1/2 [Sellerset al., 1996a]. For C, plants, Sex depends

on the partial pressure of CO; in the chloroplast [Sellers et al., 19964]:

(18) S, = 2)(104%,
where C; isthe partia pressure of CO; in the chloroplast (Pa) and p is amospheric
pressure (Pa).

The export rate generdly dows down at extreme high or low temperatures
[Sellerset al., 1996a]. SB representsthis as high and low temperature inhibition
functions. For C3 plants[Sellerset al., 19964,

1.8%

1+eXp(SHT| (Tc - THHTI ) ’
where Sre isthe export temperature scaling factor, Sq1 isthe dope of the high

(19) Sw=

temperature inhibition function, Ty isthe hadf point temperature for the high
temperature inhibition function, Qr is the temperature response exponent, and T is
canopy temperature. For C4 plants[Sellers et al., 19964],

) s - 1.8%
& [1+exp(SHTI (T. - Tom )][1+ exp(S (Toum - Tc)] ,

where S 1, isthe dope of the low temperature inhibition function and Ty the hdf point

temperature of the low temperature inhibition function. Notetha Sdllerset al., [1996a)
shows 2.0 rather than 1.8 for both the Cs and C, temperature response functions. Qr, the

temperature response exponent, is defined above,
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Canopy Autotrophic Respiration

The canopy autotrophic respiration rate, R, depends on the carboxylase content:
(21) R =SV,m0SSeP .
where §; isan empirica scaing congtant (0.015 for Cg plants and 0.025 for C, plants),
Vmaxo 1S the unstressed Rubisco catalytic capacity at canopy top, Sy isasoil moisture
scding factor, S is atemperature scaling factor, and P isthe PAR use parameter
[SHlerset al., 19964]. Like photosynthessitself, the conversion of photosynthetic
products dows down & extreme temperatures. S, accounts for this temperature
dependence and is defined as
2Qr

1+exp(SRD(Tc B TRD) ,
where Szp isthe dope of the temperature inhibition function and Trp, the haf point

(22) S4 =

temperature of the temperature inhibition function, and T, is the canopy temperature

[SHlerset al., 1996a]. Qrisdefined above.

GPP and Temperature

Asillugrated in Figure 6, the smulated GPP shuts down a extreme high and low
temperatures, indicating the effects of temperature on GPP are not as complicated as they
might appear in the above equations for We, We, and Ws. When the ground is frozen, the
plants cannot extract water from the soil, so GPP shuts down below about 272 K. At
high temperatures, photorespiration becomes strong and GPP declines. Thisresultsin an
optimal temperature for GPP. Abouit this optimal temperature, GPP is rdatively

insengtive to changesin temperature.
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The PAR Use Parameter

The PAR use parameter, P, scalesthe Farquhar et al., [1980] model for the
photosynthetic rate of asingle leaf to an entire canopy [Sellers et al., 1994; Sdlerset al.,
1996a; Sellerset al., 1997; Los, 1998]. P istheratio of GPP at the canopy top to the
GPP for the entire canopy

(23 Po2

op

where A is the GPP of the entire canopy and Aop is the GPP at the canopy top [Sellers et

al., 19964.

Photosynthesis, and thus P, depends on the distribution of nitrogen within the
canopy. Plants digtribute the available nitrogen (e.g., Rubisco) to make the most of
available light for photosynthesis. SBB2 assumes that cataytic capacity of Rubisco at any
point within the canopy is proportiona to average intensity of Photosynthetically Active

Radiation (PAR):

dA
@) oL,

where L isthe cumulative LAI from the canopy top and I (L) isthe rdative intengty of
PAR asafunction of L. Separating terms and integrating from the canopy top gives us

the totd GPP for the canopy:

LAI LAI

(25) QdA=Ap glL)d,
0 0
where LAl isthetota leaf areaindex. Dividing by the GPP at the canopy top givesusan

expression for P (assuming A, W 1, ):



LAl
(2 2 =p="1 gL,
Aop Itop 0

where liop isthe PAR intensity incident on the top of the canopy.
SB assumesthe average PAR intengity, (L), decreases exponentialy downward

from the canopy top according to Beer’s law such that

LA
U
o m f, g

1
(27) P =
Itop
where G isthe greenness fraction, Kex 1S the extinction coefficient of PAR in the canopy,
misthe cosine of the solar zenith angle, G(n) isthe time averaged leaf areaprojectionin
the mdirection, and fy is the fraction of vegetation cover. Canceling liop and integrating

from O to LAI gives

¢ Ggl exp i, S G(m) LAI uO

& m fV Ug

28 P= .
ka(m)/m

Noting thet the numerator isfpar, the fraction of PAR absorbed by green leaves within the
canopy, and the denominator is k, the time—mean, radiation weighted PAR extinction

coefficient [Sellers et al., 19964, gives

f
20) P =%
(29) .

P iseffectively aremotely sensed measure of the vegetative state of the canopy

gnce LA, G, fy, and Keq are dl derived from the input NDVI and G(m) and mdepend
only on the Earth- Sun geometry [Sellers et al., 1996b]. Asshown in Figure 7, the
smulated GPP increases linearly with NDVI and then levels off & a maximum vaue
defined by the maximum LAI. The LAI increases exponentidly with NDVI to abiome

specific maximum vaue based on observed vaues of LAl [Sellerset al., 1996b].
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Photosynthesis Soil Moisture Scaling Factor

Opening the leaf stomatato absorb CO, dso dlows water to escape from the
plant, cresting a vacuum that sucks up additiona water out of the soil. Plantstend to
seek an optima balance between photosynthesis and water loss. When water loss
exceedsthe ahility of aplant to extract water from the soil, photosynthesis shuts down
and the plant "wilts' due to drought stress. SiB2 accounts for drought stress by modeling

aplant's aility to extract water out of the soil [Sellers et al., 19964]:

1

0 S emo0zy -y W)

where S, is the GPP soil moisture scaling factor, y  isthe criticd haf point or optima
soil water potential (200 m for dl biometypes), y sisthe soil water potentid a saturation
(m), wo, isthe soil water fraction of saturation in the root zone soil layer, and Bisan
empirica congant. Figure 8 illugtrates that the smulated GPP in SIB2 abruptly shuts
down when the soil moigure fals below the wilting point.

Hydrogen bonding between the soil particles and the water determine the wilting
point. Increased hydrogen bonding requires more work to extract soil weter, resulting in
ahigher wilting point. Thusy s and B, which control the wilting point, depend on soil
texture [Klapp and Hornberger, 1978]. Figure 9 shows the wilting points as a function of
sand and clay fraction. Sand, which congigts primarily of quartz, has low hydrogen
bonding while day, which congsts of minerds, has the highest. Thus, higher sand
content decreases the wilting point and higher clay content increasesit. Clay hasa

gtronger influence on the wilting point than sand.
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Photosynthesis from Stomatal Conductance

The somatd conductance model in SIB2 uses the semi-empirica Bdl-Berry-
Collatz equation relaing photosynthesis and leaf somata conductance [Ball, 1988;
Collatzet al., 1991, 1992; SHlerset al., 1996a; Sdlerset al., 1997; Denning et al.,

19964]:

Ao pp b,
C

S

(B) g,=m

where Antop iSthe net lesf assimilation rate a the top of the canopy, gsisthe leaf stometdl
conductance (mole m? s1), p is atmospheric pressure, m isan empirica coefficient from
observations (9 for Cs plants, 4 for C4 plants, and 6 for conifers), b isthe minimum
possible vaue for gs (0.01 for Cs plants and 0.04 for C,4 plants), ¢sisthe CO, partid
pressure at the leaf surface (Pa), and hs isthe rdaive humidity a the leaf surface.

To obtain the overdl conductance for the entire canopy, integrate gs with respect
to LAI over the entire canopy:

LA A,
(32) 9.= Q gdL =m—hp+bLAI,
C

S

where g isthe canopy conductance, A, isthe canopy net CO, assmilation, L is
cumulative LAI from the top of the canopy, and LAl istota leaf Arealndex [Sellers et
al., 1994; SHlerset al., 1996b; Sdllerset al., 1997]. The smulated A, increases asthe
canopy air space humidity increases and evaporative water |0ss through the leaf somata
(transpiration) decreases (Figure 10). The lower rate of transpiration dlows the ssomata

to open wider, alowing more CO; to diffuse into the ledf.
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Respiration
For our study, we adapted the respiration model of Denning et al., [1996a], where

the instantaneous value of Ry depends on soil temperature and moisture:

(33 R, =RR;,

where R isacombined soil temperature and moisture scaling factor and R; isthe
respiration factor. Following Raich et al., [1991], R = f.(T)f,, (W), wherefrisa

temperature response function, T is temperature, fyis a soil moisture response function,
and Wisthe soil moisture fraction of saturation. We cdculate R* separately for each of
gx S0il layers and one layer of overlying litter.

Asshown in Figure 11, the smulated R increases exponentialy with soil

temperature [Raich and Schlesinger, 1992]:

’:‘ﬂ-s - Tref 9
3 f=Qf ° 2,
where Qq is the temperature response factor, Tsis the soil temperature and T, iSa

reference temperature (298.15 K). A Qo of 1 indicates respiration does not respond to
temperature. SIB2 assumesa Qo of 2.4 [Raich and Schlesinger, 1992].
As shown in Figure 12, the smulated Ry increases with soil moistureto an

optimal value, then decreases[Raich et al., 1991]:

avd«aN _ WSk€W 62
(35 f, =0.2+RE where B = o
1= Wy 2

where f,, is the soil water content scaling factor, B is the wetness exponent, Wopt isthe
optima s0il wetness for respiration, Skew is the skewness exponent, and Re: determines
the respiration rate at soil water saturation [Denning et al., 1996a]. Wopt, Skew, and Rsat

depend on the soil texture based on empirica studies of soil decomposition [Raich et al.,
38



1991]. Wopt occurs when the soil volumeisat least 15% air [Raich et al., 1991]. Too
much water and the microbes do not have sufficient air to oxidize organic matter. Too
much ar (not enough water) and the microbe population drops and soil respiration
decreases. Wt Varies between 0.6 and 0.7, depending on clay fraction.

fw never drops below 0.2 because SIB pixes are large enough that some locations
adways have enough water for respiration and because some respiration occurs even
under dry conditions. Asthe clay fraction increases, f,, is skewed to the right because
increased clay suppresses respiration until the wetness reaches a criticd vaue. The
skewness exponent, Skew, models this shift to higher wethess vaues as the clay fraction
increases. Rsat assures that Moist falls between 60-80% at soil water saturation.

SB2 is abdanced modd, which means that respiration equals photosynthesis
over aspecified time period. We chose a 1-year residence time so that the carbon cycle
a every mode grid cell isnearly in baance, but that perturbations in photosynthesisin
one year arefdt over the following year as perturbations in ecosystem respiration. Flux
tower observations indicate that NEE is nearly balanced [Baker et d., 2003]. Ina
baanced, steady ecosystem, variability in respiration results from variability in the
amount of the most |abile carbon with the shortest turnover times, such as legf litter and
fine roots.

We parameterized respiration by releasing carbon accumulated by photosynthesis
over one year, weighted by the temperature and soil moisture response functions. The
total A, over one year represents the size of the respiring carbon pool and R; isthe
respiration rate that balances annua A, when adjusted for soil temperature and water

content:
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a A,
(36) R, =

aR

lyear

The fraction of accumulated carbon in the litter layer increases with the annua
total accumulated carbon [Denning et al., 1996]. The remaining accumulated soil carbon
is divided among the six soil layers based on the fraction of totd rootsin each layer. We
assume the root density decreases exponentidly with depth with biome specific profiles
[Jackson et al., 1996]. We cdculated a“rolling” R each month based on the previous 12
monthsof A, andR .

A srioustechnica issue arises when initiaizing the magnitudes of respiring
carbon poolson agloba grid. Two gpproaches used in the past are 1) “spinning up”
from astate of zero carbon[e.g., Potter et al., 1993], and 2) extrapolating from
representative fild sudies[e.g., Craig et al., 1998]. Spin up requires long integration
times, because some of the soil carbon pools are very long-lived. Randerson et al.,
[1997] spun up the CASA modd for 5000 smulated years before analyzing any resullts.
Spin up has the advantage that ecosystem respiration and photosynthesis are everywhere
ba anced with respect to climate forcing, but is computationaly prohibitive for our model
(which uses a 10-min time gtep). Extrapolation is computationdly efficient and dlows for
the posshilities of time-mean sources and Sinks, but it isimpossible to establish the
veracity of globa fields of biogeochemica pools defined everywhere from afew dozen
field dudies. Craig et al., [1998] used extrapolation and produced regiona net sources

and snksof CO, in excess of 5 GtClyr, which seems unreasonable.
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34 Statistics

We tested each hypothesis using various combinations of basic datistical
techniques, such as, corrdations, regressons, and trends [Devore, 1995]. Before
cdculating corrdations and other gatitics, we first removed long-term trends and then
the seasond variability. Since trends are stronger in some seasons than others, we
removed trends month-by-month (the January trend, the February trend, etc). We
cd culated the mean seasond variaion from globa maps of monthly averages by
averaging dl Januaries, Februaries, etc. Thisresulted in 12 globa maps (one for each
month) representing the mean seasona variaion. Subtracting mean seasond variation

maps from monthly average maps produced monthly anomay maps:

(37) X=X-X,
where X ¢ isthe monthly anomaly for varidble X, X isthe de-trended monthly mean of

X, and X isthe mean or climatologica seasond variation of X. From the anomay maps,
we produced maps of standard deviation, correlation, and other statistical parameters.
Multiplying by grid cdl area (which varies with latitude) and adding al land pixels
produced totd globa land fluxes as afunction of time.

We omitted trends, corrdations, and regressonsfailing asingle-tall sudent T-test
a 95% ggnificance [Devore, 1995]. The degrees of freedom for the T-test were based on
the number of months, assuming each month was independent. For the satistics of
Spring events, the degrees of freedom were based on the number of years.

Many of the hypothesesinvolve rdating trends between varigbles. To quantify
the fraction of atrend in variable X due to atrend in variable Y, we used the congruent

trend fraction:
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X

(38) f =

X ]

where f is the congruent trend fraction, r isthe regression coefficient between X and Y, tx
isthetrendin X, and ty isthetrend in Y [Thompson et al., 2000]. When fy is zero, none of
the trend X results from thetrend in Y; when fy is 1, the Y trend completely drivesthe X
trend. The congruent trend is Satisticaly significant only wherer, ty, and ty are all
saisticdly sgnificant.

Many of the hypotheses are based on the concept of climate memory. In much of
our analys's, we tested how strongly aSgnd from variable Y perssted in varigble X.
Climate memory istypicaly defined as the e-folding time of its corrdation function (the
correlation of X with Y a various lag times). An dternative definition is the number of
months until the lagged corrdation function falls a Satisticd Sgnificancetest. Data
pointsin the lagged time series between X and Y that do not overlap reduce the degrees of

freedom for the gatistica sgnificance test.
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4. The effect of climate on inter-annual variability of terrestrial CO,
fluxes

4.1 Introduction and Methods

In this chapter, we quantify how strongly various climate factors influence the
inter-annua variability of NEE and identify the causesfor regiond differences. We then
rel ate the NEE fluxes to amospheric phenomena known to influence regiond dlimeate.

We based our andysis on a SB smulation usng the ECMWEF reandyss and the FASIR
NDVI dataon aglobal, 1° by 1° latitude/longitude grid. ECMWF data were available for
1978 through 1993 and NDV | data for 1983 through 1999. Overlap between these two
datasets limited the analysis to 1983 through 1993 (11 years). All the andyssin Chapter
3 isbased on this 11-year smulétion.

Four climate variables influence NEE in SB2: temperature, precipitation, rdative
humidity, and incident light. We grouped them into those thet affect GPP and those that
affect R(Table 1). We listed precipitation and temperature twice because they affect
both GPP and R We chose SIB2 variables to represent each climate factor. These SB2
variables change with the input weather data (which represents boundary layer vaues
above the canopy), but aso respond to changesin GPP and R and depend on the physica
characterigtics of the canopy and soil. For example, leaf surface humidity depends on
plant transpiration, boundary layer humidity, and sengble heet flux. The influence of
precipitation on GPP is limited to root zone soil moisture stress (i.e., drought stress).

GPP and R aso depend on the amount of biomass. LAI represents the above
ground biomass and is prescribed viathe input NDVI. Therolling R represents the effect

of short-term variation in below ground biomass due to variationsin GPP.  We neglected
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the influence of LAI on autotrophic canopy respiration (Rc), sinceiit rarely exceeds 5% of
R and exerts only a 0.3% influence on NEE variability.

To quantify how dimate influences NEE variability, we caculated reference rates
for GPP and R for each climate variable and compared them to the actud rate. We

defined adimate variable influence as

(39 E =|GPR-GPHo E =|R - R,

where E; istheinfluence and GPP; and R are reference rates for the it dimate variable.

When aclimate variable does not influence NEE, E, = 0. For example, if GPP is

Rubisco (nitrogen) limited and the light leve increases, Epar=0 Since increased light
would not affect GPP. The absolute va ue ensures non-negative monthly averages of E;.
All E; were caculated each time step and have units of flux.

To calculate the reference rate (GPP; or R) for each E;, we kept dl inputsthe
same and changed the it dimate factor to areference value aslisted in Table 1. As
humidity decreases, somata close to minimize water loss, reducing GPP (i.e., humidity
gress), so we chose the optima humidity value of 1.0. For LAI, we chose the maximum
possible LAI for each biome [Sdllers et al., 1996b]. For precipitation influence on GPP,
we chose fully saturated soil (W =1.0). For precipitation influence on R, we chose the
optimal soil water content for maximum heterotrophic respiration, Wopt [Raich et al .,
1991]. For temperature influence on GPP and R, we chose reference vaues as identified
inSlersetal., [1996a]. For PARwe chose atypicd saturated vaue (the canopy usudly
absorbs more light than it can use for photosynthesis). For soil carbon, we chose an
average respiration factor, Rimean, based on the mean seasond variation of A, and R*

(defined above).



To assure E; scales properly with GPP or R, (i.e., Ej issmdl when GPP isardl

and large when GPP islarge), we caculated weighted monthly averages:

_ GPPXE — R<E
(400 E=——oaE=—,
GPP R

where the overbar represents a monthly average. The weighted monthly average

influence, E , measures the sengtivity of GPP and R (and thus NEE) to changesin the jth

dimaevariable.

4.2 NEE Variability

The smulated, global land-surface NEE (GtC year™) shows a strong seasonal
variation driven by vegetation in the northern hemisphere (Figure 13). The northern
hemisphere has more land and vegetation than the southern hemisphere and dominates
the global NEE seasond cycle. NEE ismogt strongly negative during the northern
hemisphere summer when globa GPP is greatest. NEE ismogt strongly positivein
northern hemisphere fal when assmilation drops off and globd R dominates. The
secondary minimum in November results from the surgein globd GPP in the southern
hemisphere soring.  The NEE averagesto zero over many years. However, small
changesin GPP and R each year result in inter-annua NEE variability of about £ 2 GtC
year.

The simulated, globa NEE anomaly (GtC year') as a function of time (Figure 14)
captures the variability of the measured globd CO, growth rate extrapolated from flask
measurements [Conway et al., 1994]. The smulated NEE standard deviation (1.3 GtC
year') compareswell with Conway et al., [1994] (1.1 GtC year ) and Houghton [2000]

(1.0 GtC year!). The pesks and valeys roughly line up, but a 12-month running meen
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NEE shows only awesk correlation of 0.27 with the observed CO, growth rate. The
smulated NEE lags behind the observed CO, growth rate by 2-3 months because we did
not include transport from the terrestrial sources to the flask measurement Sites.
Accounting for transport lag only increases the correlation to 0.3 because the observed
CO, growth rate accounts for variability in ocean fluxes, biomass burning, and foss| fud
emissonswhilewe do not. Still, the smulated NEE anomaly agrees fairly well with the
globd land flux estimates of McGuire et al., [2001] using severa biogeochemica
models, Bousquet et al., [2000] from inversion of flask measurements with a transport
moddl, and Kaduk and Heimann [1997] from the Mona L oa record.

Some error in our smulated NEE may result from inaccuracies in NDVI estimates
for tropical forests, which cover only 9% of the land surface, but account for 30% of
global NEE. Spatial and tempora interpolation of NDVI data to account for persistent
cloud cover over tropicd forests artificidly smooth LAI estimates, making it more
difficult to predict year-to-year variations [Los et al., 2000]. The CO, growth rate may
not accurately account for land fluxes because the flask measurements sample
predominantly marine rather than terrestrid air. Assuming auniform 1-year turnover
time introduces error into our NEE estimates since different biome types actudly have
different turnover times. Different turnover timesfor different biome types would
change the timing of respiration anomalies, dthough the overdl respiration variability
would not change. Other sources of error include gpproximationsin SIB2.

A map of smulated NEE standard deviations (Figure 15) show that tropical
grasdands in South America and Africa have the highest inter-annud variability followed

by northern extra-tropica forests. Equatorid rain forests have fairly low variability
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except for the western half of the Amazon basin. The large South American anomaly
results from precipitation varigbility from El Nifio- Southern Oscillation (ENSO) and
potentia problems with the ECMWF preci pitation data (see below). Deserts are highly
variable rdative to their seasond amplitude, but low GPP resultsin low NEE standard
deviations.

Variahility in the Northern extra-tropicsis not as spatialy uniform asimplied in
Figure 15. A typica map of smulated NEE anomalies for July 1984 (Figure 16) showsa
pattern of aternating positive and negetive regions across the northern hemisphere. The
amplitudes of these smulated NEE anomdies range from 0.2 to 0.4 GtC yr'* and are
comparable to annua net carbon fluxes estimated from inversons of CO, flask
measurements [e.g., Bousguet et al., 2000; Pacala et al., 2001]. The anomaly periods of
2-3 years are congstent with the 100% inter-annud varigbility seen by Pacala et al.,
[2001] in their estimates of the North American carbon sink. These regiona anomdies
tend to cancel, negating the effect of much greater land areain the northern hemisphere.
While the northern hemisphere dominates the globa NEE seasond cycle, the tropics

dominate globa NEE inter-annud variability.

4.3 Climate Influences

NEE anomalies depend on the relative magnitude of GPP and R anomalies
because both respond in similar ways to climate and tend to cancel each other. For
example, for agiven soil water content, both GPP and R tend to increase with
temperature. A climate anomay will produce an NEE anomaly if either GPP or R
responds more vigoroudy to cimate variability. The relative magnitude of GPP and R

variance measures how strongly they influence NEE inter-annud variahility:
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where fgpp and fr are the rdaive influences of GPP and R on NEE inter-annud

vaiability, s cpp and s r are the standard deviationsof GPP and R, and s 5., and s 2 are

the variances of GPP and R When f = 0, respiration has no influence on NEE inter-
annud variability; when f, = 1, respiration totaly controls NEE variability (by
definition, fop =1- fy).

R dominates smulated NEE variahility at high latitudes (Figure 17) while GPP
and R exert roughly equd influencesin the highly variable tropica grasdands. Although
GPP variahility dmost totaly controls the deserts, these regions have such low GPP they
do not ggnificantly affect the globad NEE inter-annud variability. Overdl, R accounts
for 59% and GPP for 41% of the globd NEE inter-annud variability.

|solating the causes for these regiond differencesis difficult because the climate
variables are coupled and do not vary independently of one another. Feedback between

climate variables often limits NEE variability. For example, increasing canopy

temperature increases GPP, but aso decreases relative humidity (which decreases GPP).

Comparing relative magnitudes of E variance accounts for such cancellation and

feedback between climate factors. The tota influence of the GPP E; group on NEE

varigbility cannot exceed the rdative influence of GPP itsdf such that

2 2
S, S;
@ :é—ISZfGPPOV fi =5

| a S

wheref; istheinter-annual influence of the it dlimate factor and s 2 the variance of E, .

When f, =0, the dlimate factor has no influenceand when f, =1, the climate factor
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totaly controls NEE inter-annua varigbility. By definition, the sum of dl f; for both the
R and GPP groups equas one (é_ f. =1). Mapsof f; show strong regiond differencesin

the influence of dimate on Smulated NEE variability (Figure 18).

Precipitation control of GPP (Figure 18a) and R (Figure 18b) dominate
throughout the tropics. The GPP and R precipitation influence patterns do not
sgnificantly overlgp. The demarceation lies roughly where the average soil moisture
equals Wopt. Thisdivison is especidly clear in regions with a strong spatia gradient in
s0il moigture (e.g., sub-Saharan Africa and South America). The soil moigture influence
on GPP represents drought stress. In semi-arid and desert regions with drier soils

(W <W,,, ), precipitation control of GPP dominates becauise respiration can occur evenin

very dry soilswhile GPP ceases below minimum soil water content. In nearly saturated

soils (W >W,,), precipitation changes affect respiration, but do not induce drought

stress, S0 precipitation control of Rdominates. Tian et al., [1998] saw asmilar
dependency in their smulation of NEE in the Amazon bagin.

The large NEE anomay in South America (Figure 15) may result from problems
with the ECMWF precipitation dataas well as naturally occurring drought stress. Spatia
patterns of precipitation differ between datasets derived from rain gauge data and those
from reandysis usng amodd [Costa and Foley, 1998]. Our smulated anomay differs
dightly from thet smulated by Tian et al., [1998] because they used precipitation based
on rain gauge data. The precipitation data from the ECMWF reandysisis diagnostic and
unconstrained by rain gauge measurements. The spectral representation of topography in
ECMWEF produces false undulations in the land surface, creating potentialy suspect

precipitation anomalies in South America[Costa and Foley, 1998]. Bright NDVI data

49



may indicate plant growth, but the ECMWF may systematicaly put the rain somewhere
else, resulting in drought Stress.

Temperaure influence on respiration dominates NEE variadhbility a high latitudes
(Figure 18d). The temperature response function for Ris exponentia, so smdl ol
temperature anomalies can produce large R anomalies, especidly during pesk
temperatures in the summer. By contrast, GPP is rdaively insengtive to temperature
except at extreme high and low temperatures (Figure 18¢). The resulting temperature
influence on GPP isvery smdl and reflects variability in temperature extremes a high
latitudes, high atitudes, and deserts. Essentidly, R goes up and down with temperature
relative to amore stable GPP.

LAl influences NEE inter-annua variability in tropical grasdands, high-latitude
forests and tundra (Figure 18¢). The LAI influence represents the indirect effect of
climate (precipitation, temperature, snow cover, etc.) on plant growth, probably when the
ecosystem is mogt sengitive, such as spring [Houghton, 2000]. In general, snow cover
influences LA in the high northern Idtitudes, temperature in the mid-latitudes, and a
combination of precipitation and temperature in the tropics[Los et al., 2001].

Soil carbon has afairly evenly digributed influence on NEE inter-annud
variability, peaking at the equator and decreasing towards the poles (Figure 18f). Like
LAI, soil carbon represents the indirect effects of climate on soil organic matter due to
GPP anomdies. The resulting soil carbon anomdieslast ayear because of the assumed
1-year turnover time in the rolling respiration factor. Consequently, regions where GPP

dominates NEE variahility aso show a sirong soil carbon influence.
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Humidity shows awesk, but fairly uniform influence on NEE inter-annud
variability (Figure 18g). Transpiration during photosynthesis generally keeps the legf
surface humidity near saturation, making it insendtive to changesin ECMWF humidity
(defined in the boundary layer above the canopy). Humidity influences GPP only when
high sensble heat flux mixes rdaively dry boundary layer air down into the canopy,
reducing the humidity at the leaf surface and causng humidity stress.

Although globaly wesk, PAR shows afarly strong regiond influencein
equatorid tropica forests where persistent cloud cover reduces the light available for
plant growth (Figure 18h). In SB2, photosynthesisis light-limited only at low light
levels in the early morning and late evening (PAR below about 100 W nmi2). At other
times, nitrogen or export cgpacity limit GPP. The length of time each day that GPP is
light-limited determines the overdl influence of PAR. Precipitation anomalies change
cloud cover and incident PAR, which determines the time each day when GPP islight-
limited.

Because of the regiond cancdlation in the northern hemisphere, precipitation in
the tropics dominates the smulated globa NEE inter-annud variability seen in Figure 14.
Precipitation influence on GPP and R combined account for 44% of the globa NEE
vaiability (precipitation influence on GPP accounts for 32% while precipitation
influence on R accounts for 12%). Variability in LAl and soil carbon combined account
for 35% of globa NEE variability (23% and 12% respectively). Overdl humidity and
PAR influences on globa NEE variagbility are very weak (2% and 3% respectively).
Temperature accounts for 16% of the globa NEE inter-annud variability. The

temperature influence on GPP iswesk (1% globdly). Despite dominating the northern
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hemisphere, regiona cancellation reduces the globd influence of temperature on
respiration to 15% of the amulated globa NEE varigbility. Having quantified these
influences, we examined in detail two climatic phenomena known to affect inter-annud

variability in temperature and precipitation: the AO and ENSO.

44 TheArctic Oscillation and NEE Variability

The AO is characterized by a north-south dipole in the strength of the zond wind
between 35°N and 55°N [ Thompson and Wallace, 2000; Thompson and Wallace, 2001].
Pogtive AO polarity has stronger westerly winds north of 45°N and weaker winds south
of 45°N, which favorsincreased advection of relatively warm oceanic air deep into
continenta interiors. Negative AO polarity has weaker mean zond flow and more
blocking, pulling cold Arctic air masses down into continenta interiors. Pogtive AO
polarity produces positive temperature anomalies over land; negetive polarity produces
negative anomaies. Sincethe AO primarily influences the northern hemisphere and
since 50% of al northern hemisphere NEE anomalies occur in summer, we focused our
andyss on June-July-August (JJA).

Figure 19 shows summer (1JA) correlations of air temperature from the NCEP
reandyss and smulated soil moisture with the AO index. Figure 20 shows JJA
correations of smulated GPP, R, and NEE with the AO index. The AO index, GPP, and
temperature data show positive trends for 1983-93 [Los, 1998; Thompson et al., 2000],
which we removed prior to corrdation. We omitted corrdaions failing the t-test at 95%
sgnificance [Devore, 1995]. The degrees of freedom for the t-test are based on the total
number of summer monthsin our Smulaion (assuming each month is independent).

Warm air advection associated with positive AO polarity shows up as positive

52



temperature corrdations in northern Europe, Canada, and central Asia. The reduced
blocking associated with positive AO polarity deceasesrainfdl in the same regions,
resulting in negetive soil moisture corrdations.

Figure 20 indicatesthe AO signd is strongest in northern Europe for GPP and R,
but competing effects and cancellation result in weak AO correlations with smulated
NEE. Asseenin Figure 18, severd climate factors control NEE variability in Northern
Europe: temperature (viaGPP and R), LA, precipitation (viaR), and humidity.
Decreased R due to reduced soil moisture partidly cancelsincreased R due to higher
temperatures. Decreased GPP due to increased humidity stress partidly cancels
increased GPP due to warmer temperatures. The result is modest positive AO
correaionswith Rand GPP. While both GPP and R increase with temperature, R
responds more vigoroudy. The GPP anomadies partidly cancel the R anomdlies,
resulting in weak positive NEE corrdaions. Similar cancellation occurs in Canada and
central Asaresulting in even wesker NEE corrdations with the AO. Correations
scattered throughout the southern hemisphere are probably random associations and do
not reflect direct influence by the AO.

Overdl, temperature effects from the AO dominate over precipitation effects.
The limited spatid extent of the AO influence combined with cancdllation effects result
inavery wesk AO sgnal in the NEE varigbility in summer. The AO can explain part of
the strong temperature influence across the northern hemisphere and the Northern Europe
portion of the smulated spatia pattern for NEE, but not the 2-3 year cyclein NEE

variability.
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45 ENSO and NEE Variability

Bl Nifio- Southern Oscillation (ENSO) is characterized by weaker or stronger trade
winds in the equatorid Pecific. Wesker trade winds (El Nifio) cut off cold-water
upweling off of South Americaand shift the Pacific warm water pool from off Asa
eastward to the central Pacific. Strong trade winds (La Nifia) push the Pacific warm pool
westward towards Audtralia. El Nifio and La Nifia are the extremes of dternating sea
level pressures between east and west Pacific known as the Southern Oscillaion. The
Pacific warm pool moving with ENSO has a domino effect, shifting ranfal and
temperature patterns around the globe [Green et al., 1997]. ENSO has a period of two to
seven years. Our smulation covered two El Nifio events and part of athird (1982-83,
1986-87, and 1991-92) and two La Nifia events (1984-85, 1988-89).

Figure 21 shows correlations of NCEP air temperature and smulated soil
moisture with a Southern Oscillation Index (SOI) based on the sealevel pressure
difference between Tahiti and Darwin for 1983-93. We removed trends and omitted
corrdationsfaling the t-test at 95% significance. Negative SOl corresponds to El Nifio;
postive SOI correspondsto LaNifia. Negative correations mean increases during El
Nifio; positive correations mean decreases during El Nifio.

Rainfal patterns throughout the tropics shift as the Pacific warm pool moves east
and west with ENSO. For example, rainfal (and thus soil moisture) in Australia drops
during El Nifio as the Pacific warm pool moves to the esst, resulting in positive SOI
correlations. Decreased rainfal reduces cloud cover, increases solar heating, and reduces
evaporative cooling [Kaduk and Heimann, 1997], which increases temperature and

produces negative SOI corrdations. Temperature isfarly congtant in the tropics, so



athough the corrdations gppear strong, the effect issmdl. In East Russia, reduced cloud
cover associated with reduced precipitation during El Nifio increases radiative cooling,
decreasing temperatures and producing postive SOI correations. In summary, ENSO
primarily affects global precipitation and soil moisture patterns and weekly influences
temperature.

The effects of shifting rainfal patterns on smulated GPP and R can cancel
(Figure 22). For example, in Audiraliaand India, both R and GPP show positive
corrdations with SOI (both decrease as precipitation drops during El Nifio). Precipitation
controls NEE variability for Australiaand India (Figures 18a and 18b). Areas controlled
by drought stress show negative NEE corrdations (R > GPP during El Nifio). Areas
controlled by soil moisture for respiration show positive NEE correlaions
(R <GPP during El Nifio). Zero NEE correlations indicate the Rand GPP anomdies
cancel.

The large NEE anomaly in South America (Figure 15) results from drought stress
dueto rainfal shifting with ENSO. The soil water content relative to the optimum for
respiration, Wopt, drives the spatia pattern of this anomaly. The average soil water
content exceeds Wop: in the Amazon basin and decreases southward and westward to less
than Wopt in the highlands of central and western South America. During El Nifio, rainfall
shifts from the Amazon basin and central South Americato the west and southesst. The
soil water in the Amazon basin decreases and respiration increases, but GPP is not
affected, resulting negative corrdations for R and NEE, but weak correlations for GPP.
In the central South American highlands, the soil water is less than Wopt, SO decreased

rain during El Nifio reduces R and introduces drought stress, resulting in positive R and
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GPP correlations. Drought stress coupled with possible problems with the ECMWF
precipitation data (described above) produce a highly variable NEE anomaly, but partid
cancellation between GPP and R weakens the NEE correlation with ENSO.

The ENSO influence above 30°N isweak. Temperature variability due to ENSO
shows up as astrong corrdation with Rin eest Russa The high vaues of LA influence
on NEE variability (Figure 18g) and corresponding high soil moisture corrdations
indicate ENSO influences snow cover, meting times, and spring plant growth [Kaduk
and Heimann, 1997, Los et al., 2001] in Europe and Canada. This may partly explain the
samulated NEE anomaly pattern in the northern hemisphere. However, ENSO does not
explain the strong temperature influence across the northern hemisphere or the 2-3 year
cydein NEE variahility.

Overdl, ENSO primarily affects NEE variagbility in the tropics through changesin
precipitation, explaining much of the NEE variability smulated in South America,

Africa, and Asa While our correlations are gatisticaly significant at 95% assuming
each month isindependent, our smulation covers only three ENSO cycles. Our results
are consgstent with that expected from ENSO, but amore rigorous analysis requires

smulations of severa decades.

46 Conclusions

The globa NEE from our smulation captured the sdient features of the observed
globa CO, growth rate. The detailed processinformation and high time resolution in
SB2 dlowed usto isolate and quantify the influences of climate on globa and regiona
inter-annud variability of NEE. Further, usng remotely sensed LAI we estimated the

overdl influence of plant biomass on GPP variability. Assuming a 1-year turnover time
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we estimated the effect of below ground biomass on respiration varigbility. Using biome
specific turnover times would improve the timing of respiration anomdies. Adding an
ocean modd would improve the match with the observed CO, growth rate. Explicitly
tracking various carbon and nitrogen pools would isolate the effects of land use, growing
Season length, nitrogen availability, and other factors that influence NEE inter-annud
vaiability.

Thetropica grasdandsin South America and Africashow the highest NEE
variahility. Thelarge South American NEE anomaly is driven by shifting precipitation
with ENSO, but may also result, in part, from ECMWF precipitation errors. The
smulated NEE in the northern hemisphere shows a pattern of dternating positive and
negeative anomalies with periods of 2-3 years and amplitudes condgstent with inversions of
CO, flask measurements. The dternating anomalies tend to cancel such that the tropics
control globa NEE inter-annua variahility while the northern hemisphere controls the
globa NEE seasond cycle.

Due to cancdlation and competing effects, no single climate variable controls
globd or regiona NEE inter-annua varigbility. Precipitation exerts the greatest
influence (44% of globa NEE variability), followed by LAI (23%), temperature (16%),
and soil carbon (12%). Humidity and avallable light do not strongly influence globd
NEE variability. Climate influences have strong regiond differences. temperature
influence on respiration dominates in the extra-tropics while precipitation influence on
GPP and Rdominatesin thetropics. For regions controlled by precipitation the soil

water content relative to Wopt determines whether GPP or R controls NEE varigbility. In

dry soils (W <W,

opt

), GPP dominates; in wet soils (W >W,, ), R dominates.
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The influence of ENSO on NEE variahility is consistent with that expected for
shifting precipitation patterns in the tropics, especidly for the large South American
anomaly. A definitive assessment requires alonger time record, Snce our smulation
covered only 3 ENSO cycles. Except in northern Europe, temperature advection by the
AO does nat ggnificantly influence NEE variability in summer. Neither the AO nor
ENSO fully explain the temperature influence on respiration or the smulated NEE

anomaly pattern in the northern hemisphere.
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5. Thewinter Arctic Oscillation, the timing of spring, and carbon fluxes
in the northern hemisphere

51 Introduction and Methods

In this chapter, we assess the AQO influence on variability of spring carbon fluxes
and on long-term trends towards warmer and earlier springs. We included a short review
of available observations and any previous research rdating the AQO to the timing of
goring. We based our andysis on a SB smulation using the NCEP reandysis and the
FASIR NDVI dataon aglobal 1.875x 1.904° grid. All andysisin Chapter 4 isbased on
this 45-year Smuldtion.

We modeled three events typically used to define the start of spring: leaf out,
snowmelt, and soil thaw. For each we identified a representative variable and calculated
the date when that variable crossed a threshold value. Soil thaw occurred when the
topsoil layer in SIB (7 cm depth) permanently exceeded 0° C. Snowmelt occurred when
the fractional snow cover fell below 25%, which roughly corresponds to the end of spring
runoff [Cutforth et al., 1999].

Thetiming of leaf out (defined as the Start of |leaf development in the spring)
depends primarily on temperature. After senescence in autumn, tree buds enter a state of
dormancy. After sufficient chilling by exposure to cold temperatures, dormancy ends and
the buds grow in response to warming in spring. When the buds have received a critica
amount of cumulative therma energy, they burst and leaf out [Cannell and Smith, 1983,
1986; Hunter and Lechowicz, 1992; Kramer, 1994, White et al., 1997; Menzel and
Fabian, 1999; Vaganov et al., 1999; Beaubien and Freeland, 2000; Menzel, 2000; Los et

al., 2001; Chen and Pan, 2002; Menzel, 2003].
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Avallable modds of leaf out are empirica and vary widdly in complexity and in
how they represent cumulative chilling and warming [Hunter and Lechowicz, 1992;
Kramer, 1994; Chuine, 2000]. Comparisons between modds indicate the thermd time
mode performswell and is adequate for predicting budburst [Hunter and Lechowicz,
1992; White et al., 1997; Tanja et al., 2003]. The therma time modd assumes a constant
amount of chilling each year and represents bud warming as acumulaive sum of

growing degree days from afixed dart date:

55 ;0 T<T,.
43 S= § GDD GDD={ ,
January 1 T(T - Tbase)u T3 Tbase

where Sisthe cumulative thermd forcing, St isthe critical cumulative thermal forcing
for leef out, GDD is growing degree day, T isthe NCEP surface air temperature, Thase IS
the base temperature, and Dt isthe modd time step in days [Cannell and Smith, 1983;
Chuine, 2000]. Leaf out occurs on the date when Sexceeds S*.

S* decreases exponentidly with increased chilling in fdl and winter:

(44) S =a+be”,

where C isthe cumulaive chilling days, a is the therma time asymptote when the plant is
fully chilled, b isthe therma response dope, and r is the chilling response dope (r < 0)
[Cannell and Smith, 1983; Murray et al., 1989; Nikolov and Zeller, 2003]. We assumed

chilling occurs only below the base temperature:

Ap(r)il 30 i 1 Td <Tb
45 C= g CD CD-=j ase
November 1 T O Td 3 Tbase

where CD ischilling day and Ty isthe daily average NCEP surface air temperature
[Cannell and Smith, 1983, 1986; Hunter and Lechowicz, 1992; Murray et al., 1989;

Kaduk and Heimann, 1996; Chuine, 2000; Nikolov and Zeller, 2003].
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Kaduk and Heimann [1996] used NDV | data to estimate biome specific vaues of
a, b, and r by ensuring the estimated leaf out date corresponds to the date when the
interpolated NDV 1 crosses athreshold value. We could not be sure that their values
would apply to the FASIR NDVI. Soail reflectivity masks the relationship between NDVI
and plant phenophases [Chen and Pan, 2002], making our choice of threshold value and
interpolation technique somewhat arbitrary.

Instead, we calculated an average S* curvefrom St curves using empirica vaues
of a, b, and r for 15 species of trees and shrubs [Murray et al., 1989; Cannell and Smith,
1983]. We assumed a start date of January 1 for Sand November 1 for C [Murray et al.,
1989; Cannell and Smith, 1983]. We chose a stop date of April 30 for C because we
found longer time periods did not change S*.

The choice of Thase IS More important a high latitudes than in the temperate
regions. Intemperate regions (south of 55°N) Tpase and S* compensate for each other:
lowering Tpase lowers C and increases S such that leaf out occurs a nearly the same
time. For vast regions at high latitudes, S lies near its asymptotic limit, essentidly
independent of C and thus Tpase. However, S, GDD, and leaf out till depend on Thase.
We used the same Tpase Of 5°C Murray et al., [1989] and Cannell and Smith [1983] used
to empiricadly estimatea, b, and r.

C did not vary substantialy from year-to-year, so we caculated amap of S* that
did not vary with time (Figure 23). At high latitudes, the chilling is very deep such thet
S* lies near its asymptotic limit of 62 °C day. Near the equator, where C approaches

zero, we placed an upper limit on S¢ of 200 °C day.
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The NCEP data were available from 1958-2002 (45 years) while the NDVI
dataset covered only 1982-98 (17 years). For 1982-1998, we used the actua NDV1 data
and for 1958-1981 and 1999-2002 we used an average seasond cycle of NDVI.
Normaly, SB2 uses linear interpolation to estimate daily vaues of NDVI from the
monthly composite vaues. However, an average seasona cycle for NDVI would
produce the same values of LAl each year, regardless of the timing of spring.

Consequently, we synchronized the NDVI interpolation to our estimated date of leaf out.
We assumed the maximum NDVI for the month prior to leaf out occurred at the end of

the month. For the month of leaf out, the NDVI stays congtant at the previous month's
vaue until the estimated date of leaf out. We then interpolated to next NDVI vaue over
atwo-week green-up period after leaf out. Figure 24 illustrates the interpolation of
observed NDVI vaues for arandomly chosen pixd at mid-latitudes (30E, 55N) for 1958.
This smple synchronization between leaf out and NDVI was sufficient for our study, but
using the actud dates for each NDVI value [White et al., 1997] or more sophisticated
curve fitting techniques [Potter et al., 1999; Chen and Pan, 2002; Shabanov et al., 2002]

would result in smoother NDVI curves.

52 Results
Spring Mean Values

The 45-year mean vaues of amulated leaf out, snowmdt, and soil thaw (Figure
25) show that leaf out occurs after snowmdt and soil thaw, and dl occur later a higher
latitudes and dtitudes. Above 60°N latitude, snowmelt tends to occur after soil thaw
because SB2 alows patchy snow to persist longer than observed. South of the southern

margin, spring is either undefined or does not occur (e.g., it never snowsin the tropics, so
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snowmelt never occurs). Along the southern margin, the specific event may occur some
years, but not others, resulting in questionable February mean vaues. For example,
average snowmedt dates in February represent erratic or intermittent snows in January or
March (it snows in some years, but not others).

Large-scale data to vaidate our leaf out modd is extremely scarce. The average
S* curveis based on temperate tree and shrub species from Europe, so the uncertainty in
estimated leaf out increases with distance from Europe. Our estimated leaf out dates at
high latitudes, where S becomes independent of Tpase, are particularly uncertain. The
literature references hundreds of phenological studies, but most focus on one or two
Species at a specific location. A globa leaf out model needs globa datasets of observed
leaf out for many species for development and vaidation.

As expected from amodel based on temperature, our predicted leaf out occurs
about aweek after spring in Europe estimated from observed temperatures [Jaagus et al.,
2003]. Our estimated leaf out is about one week earlier than observed birch leaf out in
Europe [Ahas et al., 2002]. The estimated lesf out is several weeks earlier than leaf out
for the continental United States estimated from NDVI [White et al., 1997].
Nevertheless, the estimated leaf out at dl latitudes is congstent with the timing of spring

increasesinthe FASIR NDVI.

Spring Standard Deviations

Except dong the southern margin, smulated leaf out, snowmelt, and soil thaw
show similar spatia patterns of variability, as represented by standard deviation (Figure
26). Vaidhility is highest where the definition of spring is questionable. Leef out is

well defined everywhere and shows fairly uniform variability ranging from +5-14 days.
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Intermittent, late season snows aong the southern margin and in Siberia produce patches
of variability in snowmelt in excess of +20 days. Along the southern margin, the soil
freezes in some years, but not in others, resulting in variability of soil thaw ranging from

+14-21 days.

AO-spring Correlations

To relate the winter AO to the timing of spring, we correlated the average AO
index for JFM with the smulated date of leaf out, snowmelt, and soil thaw (Figure 27).
Negative correlations indicate a spring advance (i.e., earlier spring) for positive AO
polarity during JFM. Leaf out, which depends entirely on temperature, iswell defined
everywhere and bears the strongest resemblance to the AO temperature influence.
Snowmet and soil thaw do not occur south of the snow line (~40° N) in the southeast
United States, Northern Africa, and the Middle East and thus do not show the strong
correaions with the AO as seen for leaf out.

Corrdations with the winter AO increase with the climate memory of the variable
used to define soring. Strong climate memory integrates the conditions for the entire
winter, effectively filtering the noisy climate sgnd from the AO (which hasa
characterigtic time scale of 7-10 days). Snowmelt represents the integrated effects of
snowfal vs. temperature for the entire winter season: increased snowfal delays
snowmelt, while increased temperature advances snowmelt. Temperature effects
dominate, but partid cancellation due to increased snow produces wesgker correlations
north of 55N latitude. Soil thaw and snowmelt have nearly identical spatid correlation
patterns because of the insulating effects of snow: the soil won't thaw until the snow

mdts.



The climate memory of the leaf out mode depends on your choice of temperature,
Thase @Nd S*. Figure 28 shows correl ations between the JFM AO index and the smulated
date of leaf out for various combinations of temperature and Tpase 85SUMING acongtant S
of 100°C day. Figure 28a hasthe strongest climate memory and Figure 28d the weakest.
Using the prognostic canopy air space temperature from SiB, which has adightly longer
climate memory than the NCEP surface air temperature, also produces stronger
corrdationswith the JFM AO. A lower Thase OF @ higher S¢ increases the number of days
included in the therma sum, increasing its climate memory, resulting in stronger
corrdations. Figure 28d has stronger correlations with the AO than Figure 27a because it
was based on alarger value of S* (100 °C day vs. 65-75 °C day). Some models use soil
rather than air temperature [White et al., 1997; Tanja et al., 2003], dthough the influence
of soil temperature on leaf out issmdl [Cannell and Smith, 1983]. Leaf out based on soil
temperature correlates stronger with the AO than one based on air temperature because
the heat capacity of soil is much greater than that of air, resulting in agrester thermd
inertiaand alonger climate memory (see below). Although the spatia pattern does not
change, any choice of temperature, Tpase and S* that increases the climate memory of the
leaf out mode! will strengthen the correlations between estimated leaf out and the winter

AO.

Spring Trends

Simulated trends in leaf out, snowmedt, and soil thaw (Figure 29) are congstent
with observations. Pogtive trendsindicate adelay in spring and negetive trends indicate
an advance. Edtimated trendsin leaf out are smilar to observed trendsin Europe [Menzel

and Fabian, 1999; Menzdl, 2000; Ahas et al., 2002; Scheifinger et al., 2002; Menzel,
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2003] and North America[Keyser et al., 2000; Schwartz and Reiter, 2000]. The
snowmedlt trends are consistent with the 0.3-0.5 days year™ with peaks between 55-60N
derived from NOAA snow charts [Dye, 2002]. The modeed snowmet trends did not
reflect observed delaysin Sberia[Stone et al., 2002].

The strongest trends occur in those regions that experience increased temperatures
and neutra or decreased precipitation due to the AO. Snowmelt and soil do not show any
trends in the southeast United States (as one might expect from atrend in the AO)
because they areill defined or do not occur there. For snowmet, the southern margin
shows large, datidicaly sgnificant trendsin Eurasain spite of the huge variability in
Soring. However, these trends are suspect because our definition of snowmelt may not
apply (it may not snow every year). The positive trends (later springs) dong the southern
margin for leaf out and soil thaw are consstent with lower temperatures due to the AO.

Comparing the smulated trends with the mean vaues (Figures 25 and 29)
indicates the strongest trends primarily lie in regions where the mean date of spring
occursin April, May, and early June. These regions also correspond to regions of
maximum trendsin NDVI. The NDVI trends perss dl year rather than pesking in
spring only, suggesting the longer growing seasons promote the growth of woody plants
with darker visible reflectances.

As expected, leaf out, snowmelt, and soil thaw trends correspond with the trends
in surface air temperature from the NCEP data [Serreze et al., 2000]. Which causes
which is more difficult to determine, however. The ar temperature trends may result
from the snow-temperature feedback amplifying ardatively weak temperature signa

[Cutforth et al., 1999; Hartley and Robinson, 2000; Serreze et al., 2000; Shabanov et al.,
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2002; Sone et al., 2002]. Warmer temperatures reduce snow cover, decreasing solar
abedo, and increasing the absorbed solar radiation, which, in turn, increases air
temperature. However, our smulation is diagnostic in nature with a weak snow-
temperature feedback, so we could not accurately test its strength.

Comparing the smulated trends with the standard deviations (Figures 25 and 26)
indicates the trends coincide with regions of relatively low varigbility in date of spring.
This highlights the difficulty in identifying Satiticdly sgnificant trends from anoisy
sgnd. Other regionsin the high northern latitudes may, in fact, be experiencing trends
towards earlier springs, but our 45-year smulation is too short to detect them.

To quantify the influence of the AO on spring trends, we defined the congruent

trend as the fraction of the trend in spring due to the trend in the JFM AO index:

r —ta"

(46) x=

spring

where X is the congruent trend, r is the regression coefficient between the JFM AO and
spring (day per AO unit), tao isthetrend in the average JFM index (AO unit per year),
and tspring ISthe trend in lesf out, snowmelt, or soil thaw (day per year) [Thompson et al .,
2000]. The congruent trend is statistically sgnificant only wherer, tao, and tspring aredl
datidticaly sgnificant (the overlap between Figure 27 and Figure 29). Thislimits where
we can quantify the AO influence on the smulated trends to the eastern United States and
northern Europe (Figure 30). In the eastern United States, the AO influence on leaf out
trends varies between 40- 70% (snowmelt and soil thaw are undefined). In northern
Europe, the AO influence on leaf out, snowmelt, and soil thaw vary between 20-70%.
Evauating broader regions requires longer smulations to increase the datigtica

ggnificance of the estimated spring trends.
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Gross Primary Productivity

The winter AO can influence GPP directly through temperature control of enzyme
kinetics, and indirectly by modulating the growing season length. The direct influence of
the AO on smulated GPP appears very strong in March, for example, asillustrated by the
grong correlationsin Figure 3la.  However, in March, much of Northern Hemisphere
dill liesin the grip of winter. Needleleaf, evergreen trees can photosynthesize evenin
winter [Zimov et al., 1999], so SB2 estimates a very smdl, but non-zero GPP that
corrdaeswell with the AO. Regression coefficients (Figure 31b) clearly indicate that
athough the correlations are strong, the magnitude of the direct AO influenceisvery
smdl except in those areas where soring occursin March. Although the AO exigs dll
year [ Thompson and Wallace, 2000], the direct influence of the AO on GPPis highest in
winter when the AO is strongest. The spatia extent of direct AO influence expands
southward in the fal as the AO builds up strength and contracts northward in the spring
asit weakens.

The indirect influence of the winter AO on GPP through its control on the timing
of spring is much greater than its direct influence through temperature. By influencing
the timing of oring, the winter AO controls the start of the growing season. Earlier
gorings due to positive AO polarity in winter result in longer growing seasons and greater
total GPP. The average JFM AO index corrdates with total smulated GPP from January
through June (Jan-Jun) where the winter AO most strongly influences winter temperature,
and thus the timing of spring (Figure 32a). Using totd annua GPP (full growing season)
produces asmilar spatid pattern (not shown), but much weaker correations because the

JFM AQ influences the sart, but not the end of the growing season. This indicates the
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drawdown period for [CO;] in spring and early summer is modulated by the winter AO
through its influence on the timing of spring.

The smulated trends in Jan-Jun GPP show some strong regiond differences
(Figure 32b), only some of which we can attribute to the AO. The large positive trendsin
western North America, for example, result from along-term trend in annua
precipitation unrelated to the AO (Respiration aso shows a pogtive trend in the same
region which cancels the GPP trend resulting in no trend in NEE). The fraction of Jan+
Jun GPP trends congruent with the JFM AO trend (Figure 32c) indicate that the AO
datistically accounts for 30-70% of the GPP trends in those regions where the AO exerts

agtrong influence on temperature and the timing of spring.

Respiration

Because soil has alarge heat capacity, it retains the winter AO temperature signdl,
thus influencing spring and early summer respiration. Positive AO polarity in winter
produces a positive soil temperature anomay. Soil respiration increases with
temperature, resulting in pogitive correations with the AO. Correlations between the
February AO index and smulated soil respiration (Figure 33) show a strong positive
relationship in Eurasa and North America, consstent with the AO influence on
temperature.

The AO sgnd in smulated soil temperature perssts for many months. Lagged
correlations between the February AO and smulated soil temperaturesin Siberia (Figure
344) peak later at deeper depths as the AO-induced soil temperature anomay sinksinto
the soil over aperiod of severd months. The shdlow soil layer temperatures are more

responsive to atmospheric temperature forcing, so the correlations start strong and drop
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off within three months. The corrdations for the middle soil layers start wesk and
increase as the AO driven temperature anomaly penetrates deeper into the soil. The
lagged correlations persist longer at deeper depths becausein SB, soil layer thickness
increases with depth and deeper layers have greater heat capacity. After four months, the
winter AO temperature anomaly has reached the deepest soil layer in SB (4 m).
Although no longer fdlt at the surface, the AO soil temperature anomay perdstsin the
deepest il layer for about 10 months. Correlations using December, January, or March
AO indices give amilar results (not shown).

SIB assumes root dendity, and thus soil carbon, decreases exponentialy with
depth [Jackson et al., 1996], so the AO influence on respiration fades with time asthe
AO-induced temperature anomay sinks below the soil carbon. Lagged corrdations
between the February AO index and smulated soil respiration in Siberia (Figure 34b)
drop off completely by May because most of the soil carbon lies near the surface (95% in
thetop 1 m of soil). Comparing Figures 34a and 34b, we see that respiration correlations
closdly follow temperature correlations for the top 2 soil layers, which contain the bulk of
the soil carbon. Although winter AO temperature anomalies may persst at depth well

into summer, the effect on respiration is limited to spring and early summer.

NEE and [CO,] Amplitude

Our smulation does show seasondly asymmetric trends in NEE which could help
explain the [CO,] amplitude trend (Figure 35). Summer (June, duly, and August or JJA)
shows large positive trends in NEE due dmost entirely to trends towards increased
respiration in August. Spring (March April, and May or MAM) shows large decreases in

NEE dueto increased GPP. Fal (September, October, and November or SON) show no
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sgnificant trends. Winter (December, January, and February or DJF) shows increased
NEE north of 55N and decreased NEE south of 55N due to changes in respiration.

The trends in the DJF AO can Satigticaly explain 50-70% of the trends in smulated DJF
NEE in Siberia. Increased temperatures due to positive DJF AO polarity increase
respiration, and thus NEE, resulting in pogitive correlations with smulated NEE across
Eurasia (Figure 36a). The DJF NEE trends are generdly positive throughout the northern
hemisphere, consistent with increased [CO,] amplitude.

The smulated MAM NEE correlates well with the dete of lesf out in those
regions where leaf out occurs primarily in May (Figure 37). Increasesin respiration that
occur smultaneoudy with lesf out tend to cancel the increasesin GPP, resulting in
weaker corrdations in those regions where spring occursin March and April. The trends
in MAM NEE are generdly negetive (cons stent with increased GPP due to earlier
spring) and are strongest in those regions where spring occurs in March and April. As
explained above, these regions do not show Satigicaly sgnificant trendsin leaf out.
Nevertheless, trendsin leaf out associated with trends in the winter AO can explain
trendsin MAM NEE in central Asa
The August AO doesinfluence NEE, but the trends in respiration appear unrelated to the
AO. The August AO influences the surface air temperature in North America, but its
influence in Eurasais limited to smal regions near the Atlantic coast. Figure 38 shows
that the August AO correlates well with the smulated NEE in North America, but very
weekly in Eurasa. Postive AO polarity produces positive temperature anomaliesin
North America, increasing respiration and resulting in positive NEE anomdlies

(Correlations with surface air temperature and respiration have very smilar magnitudes
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and spatid patterns). As shown in Figure 39, the August AO index has adatigticaly
sgnificant, positive trend (about 40% of the winter AO trend). However, the temperature
trends, which closaly match the NEE trendsin Figure 38b, are not consistent with that
expected from a positive trend in the August AO.

Correlations between smulated, zonal total NEE and observed [CO,] amplitudes based
on flask measurements are consistent with the seasonaly asymmetric trendsin NEE
(Figure 40). While many of the flask sites show trends towards increased seasona [CO,]
amplitudes, only the Barrow, Alaska site had a sufficiently long enough record (1972-
2002) to pass adatigtical sgnificancetest. Correlations with DJF tota zona NEE were
not statisticaly significant, so we could draw no firm conclusion about how the winter
fluxes influence the [CO,] amplitude at Barrow. Negative corrdationsin MAM zond
NEE at about 60N latitude indicate thet increased GPP in spring (negative NEE
anomalies) increases the [CO,] amplitude at Barrow. Postive corrdations with JJA

zond NEE indicate increased respiration in summer results in increased [CO,] amplitude
at Barrow.

Our results indicate thet variability in NEE due to the AO can explain some of the
vaiahility in the [CO,] amplitude. The NEE shows seasonaly asymmtric trends
consstent with the observed trend in the [CO,] amplitude. Thetrendsin MAM NEE can
be attributed to the trend towards earlier sorings due to the trend in the winter AO. The
trends towards increased DJF NEE result from the winter AO trend, but the flask record
istoo short to make a gatigticdly significant link with the [CO,] amplitude trend. The
respiration increases in August contribute to the observed varigbility and trendsin the

[CO,] amplitude, but are not strongly associated with the August AO trend.
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Our results support the 1dso et al., [1999] theory that seasondly asymmetric
fluxes can change the [CO;] seasond cycdle. We found that the timing of maximum and
minimum NEE showed little, if any, inter-annua variation and trends, indicating that the
timing pesak photosynthesis did not change and cannot explain the amplitude trends, as
proposed by Chapin et al., [1996] and Sone et al., [2002]. We did not include a transport
model in our smulations, but our analysis indirectly supports the shifting source region
theory proposed by Dargaville et al., [2000] by linking some of the amplitude change to
atrend in winter circulation. The[CO,] seasond cycle has climate memory because it
integrates the cumulative NEE throughout the year. Consequently, the source region for
the [CO,] seasond cycle may encompass most of the northern hemisphere, much larger
than the source region for a single flask measurement. Evauating shifting source regions

requires a detailed analyss of NEE using a trangport mode!.

AO and NDVI

Observed NDV 1 trends from the FASIR dataset show a consistent spatia pattern all year
round (Figure 41), dthough the trendsin spring (March, April, and May or MAM) are
approximately double the annua average. As seen with the trendsin leaf out, the NDVI
trends are datidicaly sgnificant only in regions of rdatively low variability. The winter
AOQ index corrdates with the MAM NDVI in Europe, where the AO has the strongest
influence on temperature and the timing of spring (Figure 42a). Postive AO polarity
resultsin earlier spring and pogtive NDVI anomdies. As one might expect, the MAM
NDVI aso strongly corrdate with the smulated date of spring throughout the northern
hemisphere (Figure 42b). Earlier springs result in positive NDVI anomadlies and, thus

negative correlations.
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Unfortunatdly, the NDVI time seriesis not long enough to Satigticaly assess how
much of the NDV trends result from the trend in the winter AO. The JFM AO does not
have a gatigticaly sgnificant trend over the 17-year time period covered by the FASIR
NDVI (1982-1998). The smulated leaf out shows some datisticaly significant trends,
but at far fewer points than seen in Figure 29. Without satigtically sSgnificant trends, we
could not estimate congruent trend fractions with either the JFM AO or the date of |eaf

out. Our andysis, therefore, isinconclusve.

53 Conclusions

Thewinter AO directly influences GPP and R through itsinfluence on air
temperature. The s0il retains the temperature signd of the winter AO for many months,
influencing respiration fluxes well into spring. By controlling the start of the growing
season, the AO influences the total GPP during spring and early summer, the drawdown
period for [COs).

Our modding resultsindicate thet the trend in the winter AO can help explain
observed trends towards earlier leaf out and snowmelt. The modeled lesf out and
snowmelt trends are consistent with observed trends. The trends are also consstent with
the NDVI trends. The AO shows agatisticaly sgnificant influence on spring trendsin
the eastern United States and northern Europe. Increased GPP due to earlier springs
increases the amplitude of the NEE seasond cycle, partidly explaining theincreasein
[CO5] amplitude.

We found that the components of the terrestria biogphere with climate memory
(plant buds, snow pack, and soil temperature) integrate the noisy AO signd over time to

control the trangtion from winter to spring. In generd, postive AO polarity during
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winter results in postive winter temperature anomaies and earlier sorings. The dimate
memory of plant buds, snow pack, and soil temperature will also respond to atrend in
climate: atrend towards positive AO polarity produces a trend towards warmer
temperatures and earlier springs.

Our anadlyss dso indicates that the observed springtime trends can be partidly
explained by changesin circulation rather than as direct effects of globa warming.
Although the exact mechanism is not fully understood, the winter AO trend itself may
result from globa warming, stratospheric ozone loss, or both [Hartmann et al., 2000;
Hoerling et al., 2001; Shindell et al., 2002]. Alternaively, the winter AO trend may
result from naturd variability of the atmosphere on a century time scale. Indeed, our
modeled trends were gatigticdly sgnificant only in regions of rdatively low varigbility.
Although our moddled spring trends generdly agree with observations, the observed
trends are no larger than inter-decadd variability [White et al., 1999; Serreze et al.,
2000]. Trendsin spring may reflect natura climate variability rather than climate change
[Hartley and Robinson, 2000].

Our analysis raises new questions concerning the interaction between large-scale
circulation phenomena and the terrestrid biogphere. For example, could the trend in
winter AO explain observed trends in autumn phenophases? What isthe joint influence
of the AO and El Nino- Southern Oscillation (ENSO) on the trends in the northern
hemisphere? ENSO gatidicaly explains 16% of the winter temperature variance (about
half that of the AO) and has drifted towards a negative index, warming northern North
America[Hartley and Robinson, 2000; Serreze et al., 2000] and advancing spring

phenophases in central Canada [Cutforth et al., 1999; Beaubien and Freeland, 2000].
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ENSO correlates with [CO] [Braswell et al., 1997] and with NDVI [Los et al., 2001;
Shabanov et al., 2002]. Long smulations such as ours using a highly mechanistic modd
driven by reanalyss weather provide an excdlent tool for andyzing long-term

interactions between the atmospheric circulation and the terrestrial biosphere.
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6. Conclusions and Discussion
6.1 Conclusions

Hypothesis 1: the climate influence on NEE has strong regional differences.

We hypothesized that climate influences on NEE inter-annud variahility have
strong regiond differences. We found that temperature influence on respiration
dominates NEE inter-annud variahility in the extra-tropics while precipitation influence
on GPP and Rdominatesin thetropics. Intropical regionswith drier soils, precipitation
control of photosynthesis (i.e., drought stress) dominates. In nearly saturated soils,
precipitation control of respiration dominates. The demarcation between precipitation
control of GPP and Risthe line where the average soil moisture is near Wopt, the optimal

s0il moigture for respiration.

Hypothesis 2: ENSO influences NEE in thetropics

We hypothesized that ENSO influences NEE in the tropics. We found that the
influence of ENSO on NEE inter-annud variability is consstent with that expected for
shifting precipitation patternsin the tropics. The short time period of our smulation (11

years) precludes any definitive assessment.

Hypothesis 3: the AO influences NEE in the high northern latitudes

We hypothes zed that the Arctic Oscillation (AO) influences NEE inter-annud
varighility in the high northern latitudes. We found that the AO shows afairly strong
influence on autumn, winter, and spring NEE through its influence on temperature.
Positive AO polarity indicates positive temperature anomalies, increased respiration, and

thus positive NEE anomdies. The positive temperature anomalies produce positive GPP
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anomaies and negative NEE anomadies in those regions where spring occursin March
and April. Theinfluence of the AO on summer NEE is minimal except for North

Americain Augus.

Hypothesis 4: Climate memory allows the winter AO to influence spring NEE

We hypothesized that elements of the land surface have sufficient climate
memory such that the winter AO influences variahility in spring and early summer NEE.
The winter AO temperature Signd perssts for many months in the soil, but its influence
on respiration drops off by May as the AO temperature anomaly sinks below the ol
carbon. We dso found that the winter AO influences the total amount of GPP in spring
and early summer through its influence on the timing of soring. Pogitive AO polarity

resultsin earlier sorings and greater total GPP.

Hypothess 5: thewinter AO influences variability and trendsin the timing of spring

We hypothesized that the winter AO, through its influence on temperature and
precipitation, influences the timing of spring in the northern hemisphere. We found that
those e ements of the land system with climate memory (plant buds, snow pack, and soil
temperature) integrate the noisy AO sgna over time to control the transition from winter
to spring. The winter AO influences the timing of spring in those regions where the AO
exerts the strongest influence on temperature: Eurasia and southeast United States. Lesf
out, snowmet, and soil thaw al show the same patterns of influence with the strength of
the correlaions increasing with increased climate memory. The winter AO does not
explain varigbility in the date of spring in the boredl regions of North America

We hypothesized that the trend in the winter AO are related to observed trends
towards earlier leaf out and snowmelt over large areas in the northern hemisphere. We
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found that the modeled trendsiin lesf out, snowmedt, and soil thaw are consistent with
observations. The trends toward earlier spring in southeast United States and Europe

appear datidicaly related to the trend towards positive AO polarity in winter.

Hypothesis 6: Thewinter AO influences variability and trendsin the [CO;] seasonal
amplitude

We hypothesized that winter AO influences inter-annud varigbility in the [CO,]
seasond amplitude by smultaneoudy increasing winter respiration and spring GPP, thus
resulting in a greater [CO,] seasond amplitude. We found that positive AO polarity
result in pogtive temperature anomdies that increase the winter buildup of atmospheric
CO, by increasing respiration and increase soring drawdown by increasing GPP,
particularly in March. We aso found that positive AO polarity in winter advances the
dart of the growing season, increasing totd GPP in spring and early summer and thus the
total atmospheric CO, drawdown.

We hypothesized that seasondly asymmetric trends in NEE caused by thetrend in
the winter AO towards positive polarity is related to the observed trend towards larger
[CO5] seasond amplitudes. We found that the climate trends in the NCEP reanalysis do
produce seasondly asymmetric trendsin NEE. The winter trends towards increased
respiration are consistent with increased temperatures due to the AO. The strong trends
towards increased respiration in August are not related to the August trend towards
positive AO polarity. The trends towards increased GPP in spring are partidly explained
by the trends in the winter AO, both directly, through temperature, and indirectly by

advancing the start of the growing season.
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Hypothesis 7: Thewinter AO trend isrelated to NDVI trends

We hypothesized that observed trends towards brighter NDV | is related to the
trend towards positive AO polarity in winter. The NDVI1 is strongly correlated with the
date of spring. However, Our andlyssisinconclusve because the NDVI time record is

too short to estimate Satigticdly sgnificant trends in ether the AO or the date of leaf out.

6.2 Discussion

A highly mechanigtic modd like SB2 driven by redlistic westher isa ussful tool
in andyzing the relationship between dimate and NEE inter-annud varigbility. The
process information in SiB2 alows us to understand the exact mechanisms whereby
climate variability influences NEE variahility. We can isolate exactly how large-scale
atmospheric phenomenainfluence NEE.

Climate memory isimportant in understanding the seasond dynamics thet drive
the globa carbon cycle. Those eements of the land system with climate memory (soil,
snow, and plants) control the trangition between seasons, and thus the globa carbon
cycde Theindirect influence of the AO on NEE variahility through dimatic memory is
asgreat or greater than the direct influence through temperature and precipitation.
Climatic memory isauseful paradigm for understanding how dlimate variability

influences seasond dynamics of the carbon cycle.

6.3 Future Research
The long smulations cregted for this research represent a great resource for the
sudy of NEE variability at avariety of time scaes. We focused on how a synoptic scae

phenomenon (the AO) can influence NEE on seasona and decadal time scaes. We
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answered asmall subset of questions concerning the interplay between climate dynamics

and the globa carbon cycle. Many other questions remain unanswered or even unasked.

Other Atmospheric Phenomena

Many atmospheric phenomenain addition to the AO and ENSO have strong
regiond influences on climate, which would, in turn, influence NEE. Future research
could investigate the relationship between these phenomena and NEE. For exanple, the
Pacific-North America pattern aso influences climate in North American and should be
studied for its effect on NEE. Future research should explain why the Madden Julian
Ogillation, which influences precipitation and temperatures in the tropics, correlates
grongly with spring NEE in the northern hemisphere. Understanding how these and
other climate phenomena influence NEE provide a strong theoretical basisto explain the
observed variahility in the missng carbon sink.

Future research should attempt to explain the strong correl ations when NEE lag
the [CO,] growth rate by two years. Similar correlations are observed when the [CO;]
amplitude and NDV I lag temperature by two years[Kedling et al., 1995; Keeling et al .,

1996; ldso et al., 1999; Los et al., 2001].

Seasonal dynamics

Many questions about how climatic memory influences seasond dynamics remain
unanswered. For ingtance, the spring variability and trends are not fully explained.
Future research should include an analysis of how ENSO and other atmospheric
phenomena influence the timing of pring in the northern hemisphere, especidly in North

America We have not addressed the trandtion from autumn to winter. Future research
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should include an andysis of fdl events, which show mixed trendsindicating strong

regiond differences.

Mode Improvements

Our andyss has identified severa mode improvements that should improve our
estimates of NEE. Using observed leaf out for many more species than just the 15
species of trees and bushes in Europe would improve our estimated date of leaf out.
Incorporating more detailed biogeochemistry would provide better estimates of
respiration. Including the effects of land use change, CO; fertilization, and nitrogen
deposition would improve the ability of SIB2 to locate and understand the mechanisms

behind the missing carbon snk.

Detailed Comparison with Observations

A logicd followon study would compare our modeled results directly to
observations. The observations should include snowmelt dates, leaf out dates, soil
temperatures, [CO,] amplitudes, and NEE from flux towers. The reandyssis optimaly

consgtent with observations, but nothing beats comparisons with actud data.

Expansion

Future research should expand the scope of our andysis to include other factors
that influence the globd carbon cycle. Including amode of ocean fluxes would dlow
direct comparison between land and ocean flux variahility to test the fundamental
assumption that the ocean fluxes are not as variable as the land fluxes. Adding
atmospheric trangport would alow direct comparison between modeled and observed

[CO,] and amore thorough assessment of the [CO,] amplitude trend.
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