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[1] Various observations show trends toward warmer and earlier springs in the Northern
Hemisphere. We hypothesize that the positive trend in the winter Arctic Oscillation (AO)
has led to higher winter temperatures, advanced spring, and increased seasonal
amplitudes in atmospheric CO2. To test this hypothesis, we modeled leaf-out and
terrestrial carbon fluxes using the Simple Biosphere model, Version 2 (SiB2) and the
National Centers for Environmental Prediction (NCEP) reanalysis for 1958–2002. We
found that our modeled leaf-out trends were consistent with observed phenology and
that the winter AO trend can statistically explain 20–70% of the modeled leaf-out
trends in the eastern United States and northern Europe. We also found that warmer
winter temperatures associated with the positive trend in the winter AO increased winter
respiration. At the same time, these warmer winter temperatures advanced the date of
leaf-out, increasing the total spring uptake of atmospheric CO2 by plants. These
seasonally asymmetric trends toward increased respiration in winter and increased
photosynthesis in spring can help explain the trend toward increased seasonal amplitudes
in observed atmospheric CO2 concentration.
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1. Introduction

[2] Over the last half of the twentieth century, trends in
various observations indicate warmer winters and earlier
springs in the Northern Hemisphere [Serreze et al., 2000].
The seasonal amplitude of atmospheric CO2 concentration
has increased and the phasing has advanced earlier in spring
[Keeling et al., 1995, 1996]. Flowering, leaf-out, and other
spring phenophases (climate driven growth or senescence
events) have advanced, indicating a longer growing season
[Menzel and Fabian, 1999; Keyser et al., 2000; Menzel,
2000, 2003]. Satellite derived Normalized Difference Veg-
etation Index (NDVI) has increased, indicating greener
plants, earlier springs, and longer growing seasons [Myneni
et al., 1997; Slayback et al., 2003]. The wintertime Arctic
Oscillation (AO), the dominant mode of variability in the
Northern Hemisphere, has tended toward positive polarity
since the 1960s [Thompson et al., 2000]. We hypothesize
that trends toward earlier springs, increased amplitudes in
atmospheric CO2, and higher NDVI are related to the trend
in the winter AO.
[3] Since the 1960s, the atmospheric CO2 seasonal

amplitude has increased 20% in Hawaii and 40% in the
arctic. The phasing of the CO2 seasonal cycle has also
advanced 7 days globally, indicating an earlier spring
[Keeling et al., 1995, 1996; Randerson et al., 1999]. On

the basis of monthly averages of observed concentration
obtained from flask samples from National Oceanic and
Atmospheric Administration (NOAA) Climate Monitoring
and Diagnostics Laboratory (CMDL) Carbon Cycle Coop-
erative Global Air Sampling Network [Conway et al.,
1994], the average CO2 seasonal amplitude is about
15 ppm at Barrow Alaska, and 6 ppm at Mauna Loa,
Hawaii (Figure 1). The seasonal variability in observed
carbon dioxide concentrations from flasks is driven by plant
growth in the Northern Hemisphere. CO2 decreases in
spring and early summer as photosynthesis in the Northern
Hemisphere terrestrial biosphere draws CO2 out of the
atmosphere. CO2 increases the rest of the year when
respiration puts CO2 back into the atmosphere [Keeling et
al., 1996; Wu and Lynch, 2000]. Recent studies indicate that
the trend toward increased drawdown in spring has slowed
or even stopped [Angert et al., 2004; Russell and Wallace,
2004]. Nevertheless, most high latitude sites show positive
trends in the seasonal CO2 amplitude (annual maximum
minus minimum CO2 concentration), although only the
trend at Barrow, Alaska is statistically significant (Figure 2).
[4] CO2 amplitude trends might result from seasonally

asymmetric trends in the net terrestrial CO2 fluxes [Zimov et
al., 1996; Wu and Lynch, 2000]. Seasonally asymmetric
trends are tendencies that are stronger or even of opposite
sign at different times of the year. Correlations between
temperature and regional net carbon flux (obtained by
inverting flask measurements with a transport model) indi-
cate enhanced late spring and early summer photosynthesis
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best reproduces the observed trend in CO2 amplitude
[Randerson et al., 1999]. Trends toward increased GPP in
spring would amplify the drawdown, resulting in a lower
minimum CO2. Likewise, trends toward increased respira-
tion at other times of the year would amplify the CO2

buildup, resulting in a higher maximum CO2. Alternatively,
changes in the timing of peak photosynthesis and respiration
rates could also change the CO2 amplitude even though the
annual net annual carbon exchange may not change [Idso
et al., 1999; Wu and Lynch, 2000; Lucht et al., 2002;
Nemani et al., 2002]. For example, advanced snowmelt in
spring could advance peak photosynthesis in early summer
[Chapin et al., 1996; Stone et al., 2002]. Lastly, changes
in seasonal patterns of atmospheric circulation may shift
the source regions observed by flask stations, resulting in a
trend in the observed CO2 amplitude [Dargaville et al.,
2000; Higuchi et al., 2002].
[5] Warmer temperatures in early spring have advanced

observed leaf-out and other spring phenophases in Europe
and North America since the 1950s. Trends in autumn
phenophases are not as clear, with some species advancing

and others retreating, but overall show delays of 4.8 days in
Europe. From 1959 to 1996 in Europe, the average growing
season has increased by 10.8 days. Since early spring
phenophases show the strongest trends, the longer growing
seasons are due primarily to earlier starts in spring [Menzel
and Fabian, 1999; Keyser et al., 2000; Menzel, 2000;
Schwartz and Reiter, 2000; Menzel, 2003].
[6] NDVI data sets for 1982–2000 with various correc-

tions all show statistically significant positive trends in the
Northern Hemisphere, indicating earlier greening, later falls,
and lengthening growing seasons [Myneni et al., 1997; Los
et al., 2001; Tucker et al., 2001; Zhou et al., 2001; Hicke et
al., 2002a, 2002b; Shabanov et al., 2002; Slayback et al.,
2003; Zhou et al., 2003]. The exception is one NDVI data
set that did not correct for sensor drift and calibration
[Slayback et al., 2003]. The NDVI trends persist all year,
although the greatest increases occur in Eurasian boreal
zones in March, April, and May. Warming in spring and fall
statistically explain the largest fraction of the greening trend
[Tucker et al., 2001; Nemani et al., 2002; Zhou et al., 2001;
Slayback et al., 2003; Zhou et al., 2003].
[7] Interpretation of the NDVI trends is difficult. On the

basis of individual band reflectances and a radiative transfer
model, the increased NDVI in spring can be explained by
darker soils from decreased snow cover [Shabanov et al.,
2002], which would mask relationships between NDVI and
plant phenophases [Chen and Pan, 2002]. Also, the monthly
or bi-monthly NDVI time resolution is too coarse to detect
trends in plant phenophases and the record too short to form
strong conclusions [White et al., 1997; Serreze et al., 2000;
Zhou et al., 2001; Chen and Pan, 2002]. Nevertheless, the
NDVI trends are consistent with increasing photosynthetic
activity in spring and summer and with the observed
increase in the CO2 seasonal amplitude [Ichii et al., 2001;
Shabanov et al., 2002; Slayback et al., 2003].
[8] The AO, the dominant atmospheric circulation mode

in the Northern Hemisphere, is a zonally symmetric ‘‘see-
saw’’ in atmospheric mass between the Arctic and midlat-
itudes. Positive AO polarity has lower pressure in the Arctic
and higher pressure at 45�N. Geostrophic balance dictates
that positive AO polarity produces smoother zonal flow
with stronger westerly winds north of 45�N and weaker

Figure 1. Average, annual seasonal cycles in observed
atmospheric CO2 concentration (ppm) at Barrow, Alaska,
and Mauna Loa, Hawaii.

Figure 2. Amplitudes of annual seasonal cycles of
observed atmospheric CO2 concentration (ppm) and
associated trend at Barrow, Alaska. Amplitude is annual
maximum minus minimum CO2 concentration. The trend is
statistically significant.

Figure 3. Monthly average Arctic Oscillation (AO) index
and associated trend based on the first principle component
of sea level pressure from the NCEP reanalysis.
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westerly winds south of 45�N. The AO randomly switches
polarity with a characteristic synoptic timescale of 7–
10 days. The AO exists year-round, but is strongest and
most variable in winter, when radiative cooling over the pole
is greatest and the polar vortex is strongest. The AO weakens
in March as the polar vortex breaks down [Thompson et al.,
2000; Thompson and Wallace, 2000, 2001].
[9] Since late 1960s, the wintertime AO has exhibited a

trend toward positive polarity [Thompson et al., 2000],

indicating a gradual strengthening of the wintertime polar
vortex [Serreze et al., 2000]. Figure 3 shows a monthly
average AO index based on the first principle component
of sea level pressure from the National Centers for
Environmental Prediction (NCEP) reanalysis [Thompson
and Wallace, 2000]. The monthly AO index is very noisy,
as expected for a synoptic timescale phenomenon, but
does show an overall trend toward positive polarity. The
overall linear trend in Figure 3 is dominated by strong,
statistically significant trends in January and February,
although August also shows a positive, statistically signif-
icant trend (Figure 4). At mid to high northern latitudes,
the AO statistically explains 31% of the winter tempera-
ture variance [Serreze et al., 2000] and about 40% of the
winter temperature trends [Thompson et al., 2000].
[10] To visualize the influence of the winter AO on land

surface climate, Figure 5 correlates the AO index with the
NCEP surface air temperature and precipitation for January–
February–March or JFM (see methods below for a descrip-
tion of statistical techniques). Geostrophic balance and
smoother zonal flow associated with positive AO polarity
favors advection of warm, moist oceanic air deep into
continental interiors, resulting in higher temperatures and
increased precipitation. Positive AO polarity shifts the
Atlantic storm tracks to the north, increasing precipitation
north of 55�N latitudes in Eurasia and reducing precipita-
tion south of 55�N. Positive AO polarity decreases the

Figure 4. Monthly trends in the AO index (yr�1). Only
January, February, and August trends are statistically
significant.

Figure 5. Statistically significant correlations between the average January–February–March (JFM)
AO index and average JFM (a) surface air temperature and (b) precipitation from the NCEP
reanalysis.
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number of cold air outbreaks in central North America,
resulting in positive temperature anomalies. Alaska and
Northeast Canada show negative temperature and precipi-
tation correlations, consistent with cold, dry airflow from
the Arctic expected for positive AO polarity [Thompson et
al., 2000; Thompson and Wallace, 2000, 2001].
[11] We hypothesize that the trend in the winter AO can

help explain the trends toward increased CO2 amplitude,
earlier springs, and higher NDVI. The winter AO and can
statistically explain variability in the spring drawdown of
atmospheric CO2, although the exact mechanism is not well
understood [Russell and Wallace, 2004]. Winter temper-
atures and the AO statistically explain most of the observed
variability in spring phenophases in Europe [D’Odorico et
al., 2002; Menzel, 2003]. Lastly, positive AO polarity in
winter is statistically associated with warmer temperatures
and higher NDVI in spring in Eurasia [Buermann et al.,
2003]. We attempt to physically explain these relationships:
a positive trend in the winter AO would increase winter
temperatures, increasing winter respiration and the winter
buildup of atmospheric CO2. At the same time, warmer
winter temperatures would advance the date of leaf-out,
resulting in a greater CO2 drawdown in spring and higher
NDVI. Thus a trend in the winter AO can help explain
observed advances in spring, higher NDVI, and increases in
CO2 amplitude.
[12] Climate memory is the mechanism by which the

synoptic timescale AO might influence the timing of spring.
Climate memory occurs where a relatively slowly changing
component of the land system integrates the noisy climate
input from the AO into a clear, persistent signal. Soil
temperature, soil moisture, snow, and plant buds all have
varying degrees of climate memory that could retain the
climate signature of the winter AO well into spring and
early summer, thus influencing terrestrial CO2 fluxes and
the timing of spring.
[13] Understanding the global carbon cycle is crucial to

any long-term predictions on the climate effects of increased
atmospheric CO2. By linking the various trends described
above to the winter AO trend, our research helps bridge
independent lines of research in various scientific disci-
plines, advancing the science community toward a better
understanding of the processes that drive variability in
atmospheric CO2.

2. Methods

[14] To test our hypothesis, we modeled photosynthesis
and respiration using the Simple Biosphere model, Version
2 (SiB2) [Sellers et al., 1996a, 1996b]. SiB2 separately
tracks canopy, canopy air space, snow, and soil prognostic
variables, accounting for the effects of snow cover, rainfall
interception by the canopy, and aerodynamic turbulence. As
the net terrestrial CO2 flux, SiB2 calculates the Net Eco-
system Exchange (NEE):

NEE ¼ R� GPP; ð1Þ

where R is total ecosystem respiration and GPP is Gross
Primary Productivity or photosynthesis. A positive NEE

indicates a net CO2 flux into the atmosphere. To calculate
GPP, SiB2 uses the Farquhar et al. [1980] photosynthesis
model with a 10-min time step scaled to the canopy level
[Sellers et al., 1996a, 1996b] and the Ball-Berry-Collatz
stomatal conductance model [Ball, 1988; Collatz et al.,
1991, 1992]. SiB2 is a balanced model, which means that
respiration balances photosynthesis on an annual timescale.
The respiration rate is not constant throughout the year, but
is scaled based on the changing effects of soil temperature
and moisture on respiration [Denning et al., 1996; Schaefer
et al., 2002].
[15] As input weather data, we used the NCEP reanalysis

from 1958–2002 [Kalnay et al., 1996]. The NCEP reanal-
ysis contains surface temperature, pressure, wind speed,
precipitation, and radiation data every six hours on a
Gaussian, 1.875� by 1.904� grid. Except for incident light,
SiB2 linearly interpolated in time between data points.
Incident light was scaled by the cosine of the solar zenith
angle to conserve energy and assure no light falls on the
canopy at night [Zhang et al., 1996; Schaefer et al., 2002].
[16] We modeled spring leaf-out using surface air tem-

perature from the NCEP reanalysis. The timing of leaf-out
(defined as the start of leaf development in the spring)
depends primarily on temperature. After senescence in
autumn, tree buds enter a state of dormancy. After sufficient
chilling by exposure to cold temperatures, dormancy ends
and the buds grow in response to warming in spring. When
the buds have received a critical amount of cumulative
thermal energy, they burst and leaf-out [Cannell and Smith,
1983, 1986; Hunter and Lechowicz, 1992; Kramer, 1994;
White et al., 1997; Menzel and Fabian, 1999; Vaganov et
al., 1999; Beaubien and Freeland, 2000; Menzel, 2000; Los
et al., 2001; Chen and Pan, 2002; Menzel, 2003].
[17] Available models of leaf-out are empirical and vary

widely in complexity and in how they represent cumulative
winter chilling and spring warming. We found that cumu-
lative chilling did not vary significantly from year-to-year,
so we chose a thermal time model, which performed well
compared to other models and is adequate for predicting
budburst [Hunter and Lechowicz, 1992; Kramer, 1994;
White et al., 1997; Chuine, 2000; Tanja et al., 2003]. The
thermal time model assumes a constant amount of chilling
each year and represents bud warming as a cumulative sum
of growing degree days from a fixed start date,

S ¼
XS¼S*

January1

GDD; ð2Þ

where S is the cumulative thermal forcing, S* is the critical
cumulative thermal forcing for leaf-out, and GDD is
growing degree day. We used a start date of 1 January for
S. Leaf-out occurs on the date when S exceeds S*. GDD is
defined as

GDD ¼ 0 T < Tbase
T � Tbaseð ÞDt T � Tbase

�
ð3Þ

where T is surface air temperature from the NCEP
reanalysis, Tbase is the base temperature, and Dt is the
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model time step in days [Cannell and Smith, 1983; Murray
et al., 1989; Chuine, 2000].
[18] S*, the critical cumulative thermal forcing for leaf-

out, decreases exponentially with increased chilling in fall
and winter,

S* ¼ aþ berC; ð4Þ

where C is the cumulative annual chilling, a is the thermal
time asymptote when the plant is fully chilled, b is the
thermal response slope, and r is the chilling response slope
(r < 0) [Cannell and Smith, 1983; Murray et al., 1989;
Nikolov and Zeller, 2003]. We calculated an S* curve using
empirical values of a, b, and r for 15 species of European
trees and shrubs [Murray et al., 1989; Cannell and Smith,
1983]. Kaduk and Heimann [1996] used NDVI data to
estimate biome specific values of a, b, and r by ensuring the
estimated leaf-out date corresponds to the date when the
interpolated NDVI crosses a threshold value. We felt that S*
based on observed leaf-out is more suitable since the soil
reflectivity can mask the relationship between NDVI and
plant phenophases [Chen and Pan, 2002].
[19] We modeled chilling as a cumulative sum of chilling

days,

C ¼
XApril 30

November 1

CD; ð5Þ

where CD is chilling day, defined as

CD ¼ 1 Td < Tbase
0 Td � Tbase

�
; ð6Þ

where Td is the daily average surface air temperature
from the NCEP reanalysis [Cannell and Smith, 1983,
1986; Hunter and Lechowicz, 1992; Murray et al., 1989;
Kaduk and Heimann, 1996; Chuine, 2000; Nikolov and
Zeller, 2003]. To calculate C, we assumed a start date of

1 November [Murray et al., 1989; Cannell and Smith,
1983] and a stop date of 30 April (we found longer time
periods did not change S*). Annual chilling based on the
NCEP surface air temperature did not vary significantly
from year to year, so we calculated S* assuming a 45-year
average of C. S* does not show significant spatial
variability: at high latitudes, the chilling is very deep
such that S* lies near its asymptotic limit of 62�C day. At
mid latitudes, S* increases sharply and near the equator,
where C approaches zero, we placed an upper limit on S*
of 200 �C day.
[20] The choice of Tbase is more important at high latitudes

than in the temperate regions. In temperate regions (south of
55�N) Tbase and S* compensate for each other: lowering
Tbase lowers C and increases S* such that leaf-out occurs at
nearly the same time. For vast regions at high latitudes,
however, S* lies near its asymptotic limit, and is essentially
independent of C and thus Tbase. However, S,GDD, and leaf-
out still depend on Tbase. For consistency, we used the Tbase
of 5�C used by Murray et al. [1989] and Cannell and Smith
[1983] to empirically estimate a, b, and r.
[21] The modeled GPP depends on the absorbed fraction

of Photosynthetically Active Radiation (fPAR), which we
estimated from monthly composite maps of NDVI. The
monthly composite maps contain the maximum observed
NDVI values during the month for each pixel, adjusted for
missing data, satellite orbit drift, differing instrument cali-
brations, sensor degradation, and volcanic aerosols. We
used Fourier-Adjustment, Solar zenith angle corrected,
Interpolated Reconstructed (FASIR) NDVI data set, version
3.04b [Sellers et al., 1994; Los, 1998; Los et al., 2000].
Daily values of NDVI are interpolated from monthly
composite values, which are arbitrarily assigned to the
middle of the month (the actual observation time can be
anytime in the month). The NDVI data set covered only
1983–1998. In those years for which we did not have
NDVI data (1958–1982 and 1999–2002), we used an
average seasonal cycle of FASIR NDVI.
[22] An average seasonal cycle for NDVI would produce

the same values of fPAR each year, regardless of the timing
of spring, so we synchronized the NDVI interpolation to our
estimated date of leaf-out. We assumed the maximum NDVI
for the month prior to leaf-out occurred at the end of the
month. For the month of leaf-out, the NDVI stays constant
at the previous month’s value until the estimated date of
leaf-out. After leaf-out, we interpolate to that month’s NDVI
value over a 2-week green-up period or the end of the
month, whichever comes first.
[23] Figure 6 illustrates the resulting interpolated NDVI

values for a randomly chosen pixel at midlatitudes (30�E,
55�N) for 1958. The synchronized NDVI curve is not as
smooth as interpolating from midmonth values, especially if
leaf-out occurs near the end of the month. Using the actual
dates for each NDVI value [White et al., 1997] or more
sophisticated curve fitting techniques [Potter et al., 1999;
Chen and Pan, 2002; Shabanov et al., 2002] would result in
smoother NDVI curves.
[24] We related the AO to leaf-out, CO2 fluxes, and other

variables using correlations, regressions, and congruent
trend fractions. We started with global maps of monthly

Figure 6. Interpolation of the FASIR NDVI data is
synchronized with the estimated date of leaf-out. The
dotted line is the seasonal average used in those years where
we did not have observed NDVI. This sample is taken from
(30�E, 55�N) for 1958.
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mean terrestrial CO2 fluxes, temperature, and other varia-
bles, and annual maps of leaf-out date. We first averaged
over a particular season or portion of the year, removed
long-term, linear trends, and lastly removed the seasonal
mean. For example, for the AO index, we first averaged
over January–February–March (JFM), then removed the
long-term, JFM trend, and lastly removed the long-term,
JFM mean. For leaf-out, which are annual values, we
removed the long-term trends and then the long-term
means. This resulted in time series of detrended, annual
anomalies from which we calculated regressions, standard
deviations, and other statistics. Detrending is required,
otherwise, regressions and correlations would simply reflect
the ratio of the trends rather than a statistical correlation of
anomalies. We omitted trends, correlations, regressions,
and congruent trend fractions failing a single-tail student
T-test at 95% significance. The degrees of freedom for
the T-test were based on the number of years in the
simulation (45 years).
[25] Congruent trend fractions quantify how a trend in

one variable can statistically explain trends in other varia-
bles. The congruent trend fraction, fC, is the fraction of the
trend in variable y statistically explained by a trend in
variable x,

fC ¼ r
tx

ty
; ð7Þ

where r is the regression coefficient between x and y, ty is
the trend in y, and tx is the trend in x [Thompson et al.,
2000]. The strength of the correlation between x and y
determines how much of the trend in y is statistically
explained by the trend in x. When x and y do not correlate,
r = 0, fC = 0, and the trend in x does not statistically
explain the trend in y. When the correlation between x and
y approaches ±1, r approaches tx/ty , fC = 1, and the trend
in y is entirely explained by the trend in x. Values of fC
less than zero or greater than one indicate that a trend in
some another variable is also influencing the trend in y.
Like all statistical relationships, whether x causes y or y

causes x must be justified by physical argument. The
congruent trend fraction is statistically significant only
when r, tx, and ty are all statistically significant.

3. Results

3.1. Winter AO and Leaf-out

[26] Figure 7 shows the 45-year mean dates of simulated
leaf-out. We omitted all January mean values to form a
southern margin at about 30�N. We assumed that south of
this southern margin, leaf-out is undefined because other
mechanisms, such as seasonal rainfall, drive transitions
between seasons.
[27] Estimated leaf-out dates compare fairly well with

available regional observations. As expected from a model
based on temperature, predicted leaf-out matches spring in
Europe estimated from observed temperatures [Jaagus et
al., 2003]. Predicted leaf-out occurs, on average, about one
week earlier than observed birch leaf-out in Europe [Ahas et
al., 2002], which represents fair agreement since the aver-
age S* curve represents many species that typically leaf-out
over a period of several weeks.
[28] The leaf-out model is based only on NCEP surface

air temperature, independent of the NDVI used as input
to SiB, allowing us to compare our estimated leaf-out
with dates derived from NDVI. Our estimated leaf-out is
2–4 weeks earlier than leaf-out for the continental United
States estimated from NDVI [White et al., 1997]. However,
leaf-out estimated from NDVI is very uncertain and depends
strongly on the threshold used to define the start of greening
in the spring. The White et al. [1997] threshold arbitrarily
represents the midpoint between annual minimum and
maximum NDVI. A slightly lower threshold that better
represents the start of spring greening would advance the
leaf-out dates estimated by White et al. [1997] by several
weeks, bringing them into much closer agreement with our
estimated leaf-out dates. Overall, our estimated leaf-out
dates are slightly earlier than observed, but reasonable.
[29] The largest source of uncertainty in our leaf-out

model is the extreme scarcity of the phenological observa-

Figure 7. Modeled mean dates of leaf-out (month). Omitting January mean values leaves a southern
margin near 30�N latitude south of which leaf-out is undefined.
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tions needed to construct the average S* curve. The litera-
ture references hundreds of phenological studies, but most
focus on one or two species at a specific location, making it
difficult to construct suitable regional or global S* curves.
Our average S* curve is based on temperate tree and shrub
species from Europe and may not adequately represent leaf-
out in other regions. Our modeled leaf-out dates at high
latitudes, where S* becomes independent of Tbase, are
particularly uncertain. A global leaf-out model needs global
data sets of observed leaf-out for many species.
[30] Leaf-out correlates most strongly with the winter

(JFM) AO in those regions where leaf-out occurs before
June: Eurasia, North Africa, and the eastern United States
(Figure 8). In Eurasia and eastern United States, positive
AO polarity in winter produces positive temperature
anomalies, earlier leaf-out, and negative correlations. In
North Africa, positive AO polarity in winter produces
negative temperature anomalies, later leaf-out, and positive
correlations.
[31] The JFM AO does not correlate well with leaf-out at

high latitudes where leaf-out typically occurs in June or
July, such as northern Siberia. At such high latitudes, the

winter AO influences temperature, but the JFM temper-
atures are too cold to influence the thermal sum, so temper-
atures in April and May, after the breakdown of the winter
polar vortex and weakening of the AO, determine the timing
of leaf-out. Correlations are weak in regions where the JFM
AO influences both precipitation and temperature, such as
northeast Canada and Scandinavia. Generally, leaf-out
occurs just after the snowmelts and snowmelt depends on
spring temperatures and cumulative winter precipitation. In
northeast Canada, colder temperatures associated with pos-
itive AO polarity compensate for decreased precipitation,
resulting in no AO influence on snowmelt, and thus leaf-
out. In Scandinavia, increased precipitation for positive AO
polarity compensates for increased temperatures, also result-
ing in little AO influence on snowmelt [Schaefer et al.,
2004]. Lastly, in Alaska and parts of North America, the El
Niño-Southern Oscillation (ENSO), in addition to the winter
AO, can influence winter temperatures and precipitation,
and thus the timing of leaf-out [Cutforth et al., 1999;
Beaubien and Freeland, 2000].
[32] The strength of the correlations between leaf-out

and the JFM AO depend entirely on the climate memory

Figure 8. Statistically significant correlations between the JFM AO index and the modeled date of leaf-
out.

Figure 9. Statistically significant trends in the modeled date of leaf-out (day yr�1).
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of the leaf-out model. For example, lowering the Tbase
from 5�C to 0�C increases the climate memory of the
leaf-out model by increasing both S* and the number of
days included in the thermal sum. This increased climate
memory allows the JFM AO to influence the thermal sum
in high latitude regions where leaf-out typically occurs in
June or July, producing a correlation pattern as strong as
seen in Figure 5a, but of opposite sign (not shown). Leaf-
out models that use soil rather than air temperature [White
et al., 1997; Tanja et al., 2003] correlate more strongly
with the JFM AO than those based on air temperature
because the heat capacity of soil is much greater than that
of air, resulting in a greater thermal inertia and a longer
climate memory. Using the prognostic canopy air space
temperature from SiB2, which has a slightly longer
climate memory than the NCEP surface air temperature,
also produces stronger correlations with the JFM AO (not
shown). Although the spatial pattern does not change, any
choice of temperature, Tbase and S* that increases the
climate memory of the leaf-out model will strengthen the
correlations between estimated leaf-out and the winter
AO.

[33] Simulated trends (Figure 9) indicate that leaf-out
has advanced between 1958 and 2002 (positive trends
indicate delay and negative trends indicate advance). The
magnitude and locations of the modeled trends are con-
sistent with observed trends in Europe [Menzel and
Fabian, 1999; Menzel, 2000; Ahas et al., 2002; Scheifinger
et al., 2002; Menzel, 2003] and North America [Keyser et
al., 2000; Schwartz and Reiter, 2000]. The strongest trends
occur in those regions that experience increased temper-
atures and neutral or decreased precipitation associated with
a positive trend in the AO. Positive trends (later springs)
along the southern margin in Africa, the Middle East, and
Himalaya are consistent with lower temperatures associated
with the AO. The trends toward later springs in far northern
Europe and the North American Rockies through to Alaska
result from negative temperature trends in May, unrelated
to the trend in the winter AO.
[34] Only regions of relatively low variability in the date

of leaf-out show statistically significant trends. Figure 10
indicates that trends are only statistically significant when
the standard deviation is less than roughly 6–8 days. This
highlights the difficulty in identifying statistically signifi-

Figure 10. Standard deviation of the modeled date of leaf-out (day).

Figure 11. Statistically significant fractions of leaf-out trends statistically explained by the JFM AO
trend.
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cant trends from a noisy signal. Other regions in the high
northern latitudes may, in fact, show trends toward earlier
springs, but our 45-year simulation is too short to detect
them.
[35] The trend in the winter AO can statistically explain a

large fraction of simulated leaf-out trends in the eastern
United States and northern Europe (Figure 11). The con-
gruent trend fractions in Figure 11 are statistically signifi-
cant only where r, tao, and tspring are all statistically
significant (the overlap between Figures 8 and 9). In the
eastern United States, the AO influence on leaf-out trends
varies between 40 and 70%. In northern Europe, the AO
influence on leaf-out varies between 20 and 50%. The
congruent trend fractions in Siberia and Asia are too
scattered to form any strong conclusions.

3.2. Winter AO and GPP

[36] By influencing the timing of spring, the winter AO
influences the start of the growing season. Earlier springs
associated with a trend toward positive AO polarity in
winter result in longer growing seasons, greater total GPP,

and a greater drawdown in atmospheric CO2. The average
JFM AO index positively correlates with total simulated
GPP from January through June (Jan-Jun) where the winter
AO most strongly influences winter temperature, and thus
the timing of spring (Figure 12). Using total annual GPP
(full growing season) produces a similar spatial pattern (not
shown), but much weaker correlations because the JFM AO
influences the start, but not the end of the growing season.
This indicates the drawdown period for CO2 in spring and
early summer is modulated by the winter AO through its
influence on the timing of spring, consistent with results of
Russell and Wallace [2004].
[37] The Jan-Jun GPP trends show strong regional differ-

ences, only some of which we can attribute to the AO
(Figure 13). Large positive trends in western North Amer-
ica, for example, result from a long-term trend in annual
precipitation unrelated to the AO. The precipitation trends
also produce positive respiration trends in the same region
which cancel the GPP trends, resulting in no trend in NEE.
The fraction of Jan-Jun GPP trends linearly congruent with
the JFM AO trend (Figure 14) indicate that the AO

Figure 12. Statistically significant correlations between the total modeled GPP from January through
June and the JFM AO index.

Figure 13. Statistically significant trends in total modeled GPP from January through June
(mmoles m�2 s�1 yr�1).
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statistically explains 30–70% of the GPP trends in those
regions where the AO exerts a strong influence on the
timing of spring.
[38] In addition to the timing of spring, the winter AO can

influence GPP through temperature control of enzyme
kinetics within the leaf chloroplasts, although the magnitude
of the effect shows strong spatial variability. For example,
regressions between the March AO index and simulated
March GPP are statistically significant, but vary by a factor
of 10 or more (Figure 15). In March, much of Northern
Hemisphere still lies in the grip of winter. Needleleaf,
evergreen trees can photosynthesize even in winter [Zimov
et al., 1999], so SiB2 estimates a very small, but non-zero
GPP that correlates well with the AO. Regression coeffi-
cients clearly indicate that the magnitude of the direct AO
influence on enzyme kinetics is very small except in those
areas where spring occurs in March.

3.3. Winter AO and Respiration

[39] Correlations between the January AO index and
January soil respiration (Figure 16) show strong positive
correlations in Eurasia and North America where the AO

most strongly influences temperature. Respiration increases
exponentially with soil temperature, so positive tempera-
ture anomalies associated with positive AO polarity result
in positive respiration anomalies. Correlations with the
February and March AO indices show similar patterns
(not shown). This indicates that temperature anomalies
associated with the winter AO influence the winter buildup
of atmospheric CO2.
[40] The climate memory of the soil allows the winter AO

temperature signal to persist for many months. Lagged
correlations between the January AO index and soil temper-
atures in Siberia (Figure 17) peak later at deeper depths as
the AO-induced soil temperature anomaly propagates into
the soil. The surface soil layers are more responsive to
atmospheric temperature forcing, so the strong correlations
drop off within 3 months. The correlations for the middle
soil layers increase as the AO driven temperature anomaly
penetrates deeper into the soil. The lagged correlations
persist longer at deeper depths because in SiB, soil layer
thickness increases with depth and deeper layers have
greater heat capacity. After 4 months, the winter AO
temperature anomaly has reached the deepest soil layer in

Figure 14. Statistically significant fractions of trends in total modeled GPP from January through June
statistically explained by the JFM AO trend.

Figure 15. Statistically significant regression coefficients between the March AO and modeled March
GPP (mmole m�2 s�1 AO unit�1).
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SiB (4 m). Although no longer felt at the surface, the AO
soil temperature anomaly persists at depth for many months.
Correlations using December, February, or March AO
indices give similar results (not shown).
[41] Lagged correlations between observed soil temper-

atures at Erbogachen in Northern Russia (108�E, 61�N) and
the January AO index also peak later at deeper depths
(Figure 18). The data for Erbogachen was extracted from
a data set of monthly average soil temperatures as a function
of depth collected at 103 stations scattered across Russia
and Siberia between 1900 and 1990 [Barry et al., 2001].
Observations at Erbogachen covered a period of 36 years
(1955–1990). The correlations at Erbogachen were gener-
ally weaker than those using modeled temperature and
dropped off faster, indicating differences between modeled
and actual soil thermal conductivity and heat capacity.
Three of the five stations located within the region used
to calculate Figure 17 and many of the other stations in
western Russia showed lagged correlations similar to
Figures 17 and 18.
[42] Both the observed and modeled soil temperatures

show secondary correlation peaks in late summer and early
autumn, although the secondary peak varies in strength
from station to station and is not always statistically
significant. The thermal inertia of the deep soil causes the
winter AO thermal anomaly to migrate back to the surface
as the vertical temperature gradients switch between winter
and summer. The deep soil temperature stays relatively
constant over time while the surface soil is colder than
deep soil in winter and warmer in summer. Warmer deep
soil in summer due to positive AO polarity the previous
winter decreases the vertical temperature gradient, slowing
the downward migration of thermal energy and causing
positive temperature anomalies in shallow soil layers in late
summer.
[43] SiB assumes root density, and thus soil carbon,

decreases exponentially with depth [Jackson et al., 1996],
so the AO influence on respiration decreases with time as
the AO-induced temperature anomaly sinks below the soil
carbon. Lagged correlations between the January AO index

and modeled soil respiration in Siberia (Figure 19) drop off
completely by May because most of the soil carbon lies
near the surface (95% in the top 1 m of soil). Comparing
Figures 17 and 19 indicates respiration correlations closely
follow temperature correlations for the top three soil
layers, which contain the bulk of the soil carbon. Although
winter AO temperature anomalies may persist at depth
well into summer, the effect on respiration is limited to
spring and early summer.

3.4. AO and NEE

[44] Figure 20 shows the long-term (45-year) mean of
the total zonal NEE for winter (December–January–
February or DJF), spring (March-April-May or MAM),
summer (June–July–August or JJA), and fall (September–
October–November or SON). From autumn through winter,
GPP effectively shuts down, and R determines NEE. In
spring, large GPP associated with spring greening dominates
NEE at the lower latitudes while the higher latitudes still

Figure 16. Statistically significant correlations between the January AO index and modeled January
respiration. The blue box is the area used in Figures 17 and 19. Soil temperatures at Erbogachen are
shown in Figure 18.

Figure 17. Lagged correlations between the January AO
index and the area average of modeled soil temperature in
Siberia (blue box in Figure 16). The thick gray line denotes
statistical significance.
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show winter respiration. By summer, the spring green
wave has moved north to the higher latitudes while at
the lower latitudes spring has passed and summer respira-
tion dominates.
[45] Correlations between the AO and NEE change from

positive to negative in the spring as the AO influence on
GPP exceeds its influence on respiration (Figure 21).
Several weeks before leaf-out, evergreen trees become
warm enough to begin photosynthesis, producing a green
wave of increased GPP moving northward about 2–3 weeks
in advance of leaf-out. In front of the green wave, respira-
tion exceeds GPP (positive NEE) while behind the wave
GPP exceeds respiration (negative NEE). Thus in front of
the green wave, we see positive correlations between the
AO and NEE, indicating increased respiration due to
warmer temperatures. Behind the green wave we see
negative correlations indicating increased GPP due to
warmer temperatures and earlier spring. This shifting influ-
ence might explain why previous studies [Schaefer et al.,
2002; Reichenau and Esser, 2003] did not find a strong link

between NEE and the AO: the location of highest AO
influence on NEE moves northward with spring.
[46] Our simulation shows seasonally asymmetric NEE

trends (Figure 22), which can partially explain the trend
toward increased CO2 amplitudes. DJF shows increased
NEE north of 55�N and decreased NEE south of 55�N
owing to changes in respiration consistent with temperature
trends associated with the winter AO. The MAM trends
result from increased GPP consistent with earlier springs
and warmer temperatures associated with the winter AO
trend. The DJF trends are weaker than the MAM trends,
primarily owing to the much lower temperatures in winter
compared to spring. This is consistent with the amplitude
trend at Barrow, which results primarily from a decrease
in the minimum CO2 (increased spring drawdown). The
DJF and MAM trends indicate that a trend toward
positive AO polarity in winter can increase both winter build
up and spring drawdown of atmospheric CO2, resulting in
increased CO2 amplitudes.
[47] Summer (JJA) shows large positive trends in NEE

due almost entirely to trends toward increased respiration in
August associated with positive trends in temperature.
Respiration increases exponentially with temperature.
Although the temperature trends in summer are actually
smaller than winter, the effect is stronger owing to the
much warmer temperatures of summer relative to winter.
[48] The trend in the August AO does not appear to drive

the trend in summer NEE. As shown in Figure 23, the
August AO exerts a fairly strong influence on NEE in North
America with a weaker influence in Europe. Also, the
August AO index shows a statistically significant trend
toward positive polarity. However, the August trends in
NEE all lie in Eurasia (Figure 24). If the August AO trend
were really the driving force behind the temperature trends,
we should also see NEE trends in North America, where the
AO influence is stronger. Although the AO may amplify the
NEE trends in Europe, the August temperature and associ-
ated respiration trends probably result from some mecha-
nism other than the AO.
[49] Using a model that estimates net annual sources and

sinks would produce similar results because the seasonally

Figure 18. Lagged correlations between the January AO
index and observed soil temperature at Erbogachen in
Siberia (see Figure 16) from 1955–1990 (36 years). The
thick gray line denotes statistical significance.

Figure 19. Lagged correlations between the January AO
index and area average of modeled respiration in Siberia
(blue box in Figure 16). The thick gray line denotes
statistical significance.

Figure 20. Long-term (45-year) mean of modeled total
zonal NEE (GtC yr�1) for winter (DJF), spring (MAM),
summer (JJA), and fall (SON).
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asymmetric trends in NEE are driven by seasonally asym-
metric trends in climate. SiB2 is a balanced model such that
NEE equals zero on an annual timescale, so all the zonal
trends in Figure 22 sum to zero. We know however, that the
terrestrial biosphere is a net carbon sink which is increasing
with time [e.g., Sarmiento and Gruber, 2002]. Assuming no
seasonal dependence, a trend in the annual carbon sink
would shift the curves in Figure 22 downward, but season-
ally asymmetric trends in temperature would still produce
seasonally asymmetric trends in NEE.
[50] Our results support the Zimov et al. [1996] and Wu

and Lynch [2000] theory that seasonally asymmetric fluxes
can change the amplitude of the CO2 seasonal cycle, even if
the annual total fluxes are unchanged. Our results do not
support the theory that shifts in the timing of peak photo-
synthesis in spring can explain the amplitude trends, as
proposed by Chapin et al. [1996] and Stone et al. [2002].
We found that the timing of maximum and minimum NEE

Figure 22. Trends in modeled total zonal NEE (GtC yr�2)
for winter (DJF), spring (MAM), summer (JJA), and fall
(SON).

Figure 21. Statistically significant correlations between the AO index and modeled NEE for
(a) January, (b) February, (c) March, and (d) April.

GB3017 SCHAEFER ET AL.: ARCTIC OSCILLATION, SPRING, AND CARBON FLUX

13 of 17

GB3017



showed little, if any, interannual variability and few statis-
tically significant trends. Although the start of the spring
drawdown and the magnitude of peak GPP show consider-
able interannual variability and statistically significant
trends, the timing of peak GPP does not. Since we did not
include a transport model in our simulations, our results
neither support nor refute the shifting source region theory
proposed by Dargaville et al. [2000]. A more definitive
evaluation of both the asymmetric flux theory and the
shifting source region theory requires a coupling of our
simulated fluxes to a global transport model for direct
comparison to observed CO2 concentrations.

3.5. AO and NDVI

[51] We found the NDVI time record too short to form
any firm conclusion on the relationship between the AO and
NDVI trends. The locations of the NDVI trends in Eurasia
and the eastern United State are consistent with the modeled
trends in leaf-out. The spring NDVI positively correlates
with the winter AO [Los et al., 2001], indicating that

positive temperature anomalies result in larger values of
NDVI. In addition, the spring NDVI strongly correlates
with the date of leaf-out (not shown), indicating that earlier
springs result in larger values of NDVI. These strong
correlations suggest a link between the winter AO, leaf-
out, and NDVI trends. However, our analysis was incon-
clusive because the 17-year NDVI time record is too short
to estimate statistically significant trends in either leaf-out or
the JFM AO.

4. Conclusions and Discussion

[52] We found that terrestrial ecosystems have sufficient
climate memory to integrate the noisy AO signal over time
to control the transition from winter to spring. In general,
positive AO polarity during winter results in positive winter
temperature anomalies and earlier springs. Our modeled
leaf-out values and trends are consistent with observations.
The AO shows a statistically significant influence on leaf-
out trends in the eastern United States and northern Europe.

Figure 23. Statistically significant correlations between the August AO index and modeled August
NEE.

Figure 24. Statistically significant trends in modeled August NEE (mmoles m�2 s�1 yr�1).
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[53] Positive AO polarity increases winter respiration and
spring GPP, contributing to both winter buildup and spring
drawdown of atmospheric CO2. The soil retains the tem-
perature signal of the winter AO for many months, influ-
encing respiration fluxes well into spring. Increased
temperatures associated with positive AO polarity in winter
results in a greater CO2 drawdown due to earlier springs and
longer growing seasons.
[54] Seasonally asymmetric trends in NEE are consistent

with the observed trend toward increased seasonal ampli-
tudes in atmospheric CO2. Trends toward increased GPP in
spring and respiration in August can result in a trend toward
larger CO2 seasonal amplitudes, even though the annual net
flux does not change. The trends toward increased respira-
tion in winter and GPP in spring can be partially explained
by the AO influence on the timing of spring. The August
respiration trends are probably not due to the positive trend
in the August AO.
[55] Climate memory allows variability and trends to cut

across timescales. The climate memory of terrestrial eco-
systems allows the synoptic timescale variability of the
winter AO to influence the timing of leaf-out in spring
and the seasonality of NEE. Consequently, to fully explain
observed trends in seasonal dynamics, such as earlier
springs or longer growing seasons, we must examine
processes at all timescales. Climate phenomena operating
on multiple timescales can influence the timing of spring.
For example, the AO, which operates on a synoptic time-
scale, and ENSO, which operates on an interannual time-
scale, might jointly influence observed leaf-out variability
and trends in North America.
[56] Our analysis indicates that changes in circulation

rather than direct global warming can partially explain the
observed springtime trends. The winter AO trend itself may
result from global warming, stratospheric ozone loss, or
both, although the exact mechanism is not fully understood
[Hartmann et al., 2000; Hoerling et al., 2001; Shindell et
al., 1999]. Alternatively, the winter AO trend may result
from natural variability of the atmosphere on a century
timescale. Although our modeled spring trends generally
agree with observations, the observed trends are no larger
than interdecadal variability [White et al., 1999; Hartley
and Robinson, 2000; Serreze et al., 2000]. Consequently,
observed trends toward earlier spring may reflect long-
term climate variability rather than climate change.
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